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 Background and Motivation
 Learnability of public data poses risks.
 There is NO rigid guarantee for data learnability control.

 Proposed Theory: Certified Learnability of Data
 The first certification framework towards the effectiveness and robustness of unlearnable examples.
 Main theorem, algorithms, and properties.

 Experiments
 Certified learnability towards certifiable pirate models.
 Protection against pirate models beyond the certifiable ones.

 Applications and Things to be Improved

Outline
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Learnability of Public Data Poses Risks

Pirate ML models are trained on public data to act as adversarial domain experts to 
expose proprietary/sensitive knowledge.
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Data Exploitation will Become Easier
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Pirate ML models are trained on public data to act as adversarial domain experts to 
expose proprietary/sensitive knowledge. Open LLMs/VLMs/LVMs and PEFT may make it worse.
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Less data is More harm!

Pirate ML models are trained on public data to act as adversarial domain experts to 
expose proprietary/sensitive knowledge. Open LLMs/VLMs/LVMs and PEFT may make it worse.
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Less data is More harm!

Pirate ML models are trained on public data to act as adversarial domain experts to 
expose proprietary/sensitive knowledge. Open LLMs/VLMs/LVMs and PEFT may make it worse.



  

Legislation from Various Nations Says No, But…… 

There is NO strict guarantee on the learnability of the data.
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Data Learnability Control via Unlearnable Examples*
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+ Data points are perturbed to unlearnable examples (UEs) before publication.

+ ML models trained on UEs perform poorly on unperturbed data (i.e., low utility).

* This line of work is also referred to as "Perturbative Availability Poison" or "Shortcut Learning".
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- Generalization issues caused by diverse pirate models and training strategies:
  No rigid guarantee on the maximally attainable learning results for adversaries.

- Evaluating UEs is challenging due to training stochasticity:
  Testing accuracy alone is insufficient!

- A new threat: Recovery Attack.
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An attacker can slightly perturb the weights of a 
pirate model trained on UEs using projected 
SGD and 5%~10% of clean data to restore its 
utility. 

* This line of work is also referred to as "Perturbative Availability Poison" or "Shortcut Learning".
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Certified Data Learnability Control is Needed
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Given a set of UEs, can we establish an upper bound 
on the utility of pirate models trained on them?



  

Certified Data Learnability Control is Needed

Training with different models and learning algorithms millions 
of times to estimate it is not a wise move!
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Given a set of UEs, can we establish an upper bound 
on the utility of pirate models trained on them?

Influence Function, Shapley 
Value, ……
No existing tools are available.



  

Certified Data Learnability Control is Needed

It is possible to derive such an upper bound guaranteed with a 
high probability, for pirate classifiers under some constraints.
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Given a set of UEs, can we establish an upper bound 
on the utility of pirate models trained on them?

Training with different models and learning algorithms millions 
of times to estimate it is not a wise move!



• Framework:

  

Certified Data Learnability
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Certified Data Learnability

Guarantee
Constraint

#NDSSSymposium2025



• Framework:

  

Certified Data Learnability

This is the first certification framework towards the effectiveness and robustness of UEs.

Guarantee
Constraint
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• Main theorem:

  

How to Certify It
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The QPS function computes the model utility at a 
given quantile (𝑞𝑞) among all attainable model utilities.
 



• Main theorem:

  

How to Certify It

The perturbation bound of QPS certifies the learnability 
within a certified parameter set that scales with 𝜂𝜂.
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The QPS function computes the model utility at a 
given quantile (𝑞𝑞) among all attainable model utilities.
 



• Certification algorithms:

  

How to Certify It (cont’d)
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Check our paper for more details.



Properties of the Certification
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Larger values of 𝑞𝑞 and 𝜂𝜂 help certify higher learnability.



• We propose Random Weight Perturbation (RWP) for certification surrogate training:

Certification Results

#NDSSSymposium2025

RWP creates better certification surrogates.

RWP surrogates (PUE-B) produce higher certified 𝑞𝑞, 𝜂𝜂 -Learnability on the same set of UEs



• Provably Unlearnable Examples (PUEs) are generated based on the online surrogate:

Certification Results

Under the same training method, PUEs (PUE-10) have lower certified 𝑞𝑞, 𝜂𝜂 -Learnability compared to the baseline (PUE-B)
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PUEs lead to more robust protection against certifiable adversaries. 



• Hardness results of recovery attacks:

Protection Against Pirate Classifiers Beyond the Certified Parameter Set

PUEs are also more robust against general adversaries. 
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Applying Our Work and Directions for Improvements

• Applications:
 Serve as an evaluation metric for UEs.
 Provide a data availability guarantee before publishing the data.
 Generate robust PUEs.
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Thank you for your attention! 
Questions?
Derui (Derek) Wang
Research Scientist | Data61, CSIRO Australia’s National Science Agency
derek.wang@data61.csiro.au
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