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Background

• Machine Unlearning is the process of selectively removing the influence of 
specific data from a trained machine learning model.
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Background

• Reinforcement Learning is a type of machine learning, where an agent 
learns to make decisions by interacting with an environment to maximize 
cumulative rewards.
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Background

• Machine Unlearning+Reinforcement Learning = Reinforcement Unlearning.
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Background

• Why reinforcement unlearning is important?
• Privacy and Compliance: Privacy regulations, like GDPR, enable users to request their 

data, or other information property, to be deleted from systems.
• Safety-Critical Systems: In scenarios like autonomous driving or robotics, where 

outdated or incorrect knowledge could lead to unsafe behavior.
• Dynamic Environments: To adapt to changes where some learned information 

becomes irrelevant or sensitive.
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Problem Definition

• A learning environment is formulated by the tuple 𝑀 = ⟨𝑆, 𝐴, 𝑇, 𝑟⟩. 𝑆 and 𝐴 
denote the state and action sets, respectively, while 𝑇 represents the 
transition function, and 𝑟 is the reward function. 

• Suppose there is a set of 𝑛 environments: {𝑀1, … ,𝑀𝑛}, and the target 
environment to be unlearned is 𝑀𝑢 = ⟨𝑆𝑢, 𝐴𝑢, 𝑇𝑢, 𝑟⟩.

• Given a learned policy 𝜋, the goal is to update 𝜋 to 𝜋′ such that the 
accumulated reward received in 𝑀𝑢 is minimized: 

    𝑚𝑖𝑛𝜋′||𝑄𝜋′(𝑠)||∞, 
    where s ∈ 𝑆𝑢, while the accumulated reward received in the remaining
    environments remains the same: 
          𝑚𝑖𝑛𝜋′||𝑄𝜋′ 𝑠 − 𝑄𝜋 𝑠 ||∞.
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Methodology

• Method 1: Decremental RL-based Approach, which consists of two steps.
• Step 1: The agent explores the unlearning environment 𝑀𝑢, collecting experience 

samples in it: 𝑠1, 𝑎1, 𝑟1, 𝑠2 , … , (𝑠𝑚, 𝑎𝑚, 𝑟𝑚, 𝑠𝑚+1).
• Step 2: Fine-tune the agent using the collected experience samples with loss function: 
𝐿𝑢 = 𝔼𝑠∼𝑆𝑢 𝑄𝜋′ 𝑠 ∞ + 𝔼𝑠≁𝑆𝑢[ 𝑄𝜋′ 𝑠 − 𝑄𝜋 𝑠 ∞]
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Methodology

• Method 2: Poisoning-based Approach, which consists of three steps.
• Step 1: We apply a random poisoning strategy to modify the transition function of the 

unlearning environment 𝑀𝑢.
• Step 2: The agent learns a new policy in this modified environment.
• Step 3: Based on the agent’s learned policy, we update the poisoning strategy and re-

poison the unlearning environment.
• These three steps are iteratively repeated until a predetermined number of poisoning 

epochs is reached.
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Methodology

• Method 2: Poisoning-based Approach, which consists of three steps.
• Step 1: To modify the transition function 𝑇𝑢(𝑠′|𝑠, 𝑎), we introduce a poisoned transition 

function 𝑇𝑢( Ƹ𝑠′|𝑠, 𝑎). This means that after the agent takes action 𝑎 in state 𝑠, the agent 
observes new state Ƹ𝑠′ instead of 𝑠′.

• Step 2: Train the agent in this modified environment: 𝑀𝑢 = ⟨𝑆𝑢, 𝐴𝑢, 𝑇𝑢, 𝑟⟩.
• Step 3: Based on the learned policy in 𝑀𝑢, we update the poisoning strategy using the 

reward loss function: 𝑅𝑖 ≔ 𝜆1Δ(𝜋𝑖(𝑠𝑖)||𝜋′(𝑠𝑖)) + 𝜆2σ𝑠≁𝑆𝑢
σ𝑎𝜋𝑖 𝑠, 𝑎 𝑟(𝑠, 𝑎).
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Methodology

• Comparison of the decremental RL-based and poisoning-based approaches:
• The decremental RL-based approach directly adjusts the agent’s policy by minimizing its 

rewards in the unlearning environment. It is computationally efficient, as it relies on fine-
tuning the agent's policy without altering environmental dynamics.

• The poisoning-based approach modifies the unlearning environment itself by altering 
transition functions. It is computationally intensive but is more effective than the 
decremental RL-based approach, because it directly targets the environment’s 
underlying structure, ensuring a thorough unlearning process.
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Experiments

• Experimental settings:
• Grid world: The objective for the agent in this task is to navigate towards the 

predetermined destination.
• Virtual home: It is a multi-agent platform designed to simulate various activities within a 

household setting.
• Maze explorer: It is a customizable 3D platform. The objective is to guide an agent 

through a procedurally generated maze to collect a predetermined number of keys.

11Virtual 
Home

Maze 
Explorer



Experiments

• Baseline methods:
• Learning from scratch (LFS): This method removes the unlearning environment and then 

retrains the agent from scratch using the remaining environments.
• Non-transfer learning from scratch (Non-transfer LFS): This method retrains the agent in 

all the environments. When retraining in the unlearning environments, an inverse loss 
function is used to minimize the agent’s cumulative reward. When retraining in 
remaining environments, a standard loss function is used to maximize the agent's 
overall reward.
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Experiments

• General results: After unlearning, the agent’s performance in the unlearning 
environment reduces when using both the decremental RL-based and 
poisoning-based methods, where the agent requires more steps to complete 
tasks and receives lower reward.
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Experiments

• General results:
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Experiments

• Adaptability study:
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Experiments

• Computation overhead:
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Experiments

• Privacy study: This study is conducted using recommendation systems, 
where the key indicator is recommendation accuracy. 
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Conclusion

• This work proposed a new concept: reinforcement unlearning.

• To achieve reinforcement unlearning, we designed two novel unlearning 
methods: decremental RL-based and poisoning-based.

• We conducted extensive experiments to evaluate the effectiveness of both 
unlearning methods in ensuring forgetting quality within the unlearning 
environments while maintaining performance in the remaining 
environments.
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Questions?
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