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Duplicated Data and LLMs

• Quality of training data has a significant impact on ML algorithms


• Duplicated text is prevalent in vast text datasets used for LLM training


• These duplicates adversely effect LLMs by increasing perplexity and 
training time [Lee et al., ACL 2022]


• C4 dataset has a 61 word sequence repeated verbatim 61,036 times


• Deduplication improved perplexity by up to 10%

[Lee et al., ACL 2022] K. Lee, D. Ippolito, A. Nystrom, C. Zhang, D. Eck, C. Callison-Burch, and N. Carlini, “Deduplicating training data makes language models better,” 2022.



Federated Learning and Deduplication

• In federated learning, a server orchestrates the training of a global model 
on datasets held by multiple clients


• Server only aggregates gradient updates and cannot see client data


• Prior work [Lee et al., ACL 2022] deduplicates data in the centralized 
setting


• How do we deduplicate datasets in federated learning while 
preserving data privacy?

[Lee et al., ACL 2022] K. Lee, D. Ippolito, A. Nystrom, C. Zhang, D. Eck, C. Callison-Burch, and N. Carlini, “Deduplicating training data makes language models better,” 2022.



Our Solution

• Our solution, Efficient Privacy-Preserving Multi-Party Deduplication 
(EP-MPD), is based on a new variant of Private Set Intersection (PSI) 
protocols


• EP-MPD securely removes all pairwise duplicates from datasets of two or 
more clients in federated learning


• We introduce the notion of Group Private Set Intersection (G-PSI), which 
is used as a building block for EP-MPD




• PSI lets mutually distrustful parties compute intersection of their private sets such 
that nothing beyond the intersection is reveal


• Example:


• During PSI computation, Bob must not learn 2 and Alice must not learn 4,5, and 9

Alice’s Set Bob’s Set

Intersection of sets A and B: 1, 3 
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Background
Private Set Intersection (PSI)



• G-PSI operates on two groups of users (clients)


• G-PSI allows all clients in one group to find the pairwise intersection of 
their set with the sets of all clients in the other group

<latexit sha1_base64="pYq+yUC81WxHorLx20H/GeUAsGg=">AAAEOXicnVPLbtNAFJ3aPIp5pbBkMyKJlEpuZHdR2FSqygLYBZW0lWIrGk8mybQztjVznWJZ/g4+BrGFb2DJDrFD/ADjJCqQJiniSraO7j33zPGRJ0oF1+B5XzYs+8bNW7c37zh3791/8LC29ehYJ5mirEsTkajTiGgmeMy6wEGw01QxIiPBTqLzF9X8ZMKU5kn8FvKUhZKMYj7klIBp9bcsrzHsF4Gmiqcwf0MuWADsHRQvdzpHr8tyPzjko1braBkRe65fuoEYJKBdvIoiSxcHTKaQawbbLl6h5V+v5Vdav6UqZ9uB4qMxEKWSCzyzGkwYLSbl9YbXE2VZeV3H8f9VzJ+KXRqf+m44jtNsrNs6c/ks/V5veRwVIaAkXZXWzpkxGF46/H8VWYaVj7DRr9W9tjctfBX4c1BH8+r0az+CQUIzyWKggmjd870UwoIo4FSw0mkujBPFTSJhIURMdekEmWYpoedkxHoGxkQyHRbTP7/ETdMZ4GGizBMDnnb/3CiI1DqXkWFKAmO9OKuay2a9DIbPw4LHaQYsprODhpnAkODqGuEBV4yCyA0gJinzKZiOiSIUzGVzTEb+YiJXwfFu299r773ZrR8cztPaRE/QU9RCPnqGDtAr1EFdRK331kfrk/XZ/mB/tb/Z32dUa2O+8xj9VfbPX5m5b2g=</latexit>

fG-PSI =
⇣
(S0,1, . . . , S0,m, ;), (S1,1, . . . , S1,m, ;)

⌘
!

⇣
(~v0,1, . . . ,~v0,m), (~v1,1, . . . ,~v1,m), ;

⌘

 A set belonging to a client in
<latexit sha1_base64="5PRaNy7KUdmLqAi6NAH2qVhIOHw=">AAACGXicbVDLSsNAFJ34rPGV6tLNYFtwVZIuqsuiC11WsA9oQ5hMJ+3QySTMTCol5EvErX6HO3Hrys/wD5y0WWjrgQuHc+7lco4fMyqVbX8ZG5tb2zu7pT1z/+Dw6Ngqn3RllAhMOjhikej7SBJGOekoqhjpx4Kg0Gek509vcr83I0LSiD+oeUzcEI05DShGSkueVa4OQ6QmGLH0NvNSO6t6VsWu2wvAdeIUpAIKtD3reziKcBISrjBDUg4cO1ZuioSimJHMrK3YkaAzgt2UMY5lZg4TSWKEp2hMBppyFBLppotkGaxpZQSDSOjhCi7U3xcpCqWch77ezGPIVS8X//MGiQqu3JTyOFGE4+WjIGFQRTCvCY6oIFixuSYIC6qjQDxBAmGlyzR1R85qI+uk26g7zXrzvlFpXRdtlcAZOAcXwAGXoAXuQBt0AAaP4Bm8gFfjyXgz3o2P5eqGUdycgj8wPn8AzI6gsA==</latexit>

G0  A set belonging to a client in
<latexit sha1_base64="nZp9PXDKccHtdMMmy3j5df0UUiw=">AAACGXicbVDLSsNAFJ34rPGV6tLNYFtwVZIuqsuiC11WsA9oQ5hMJ+3QySTMTCol5EvErX6HO3Hrys/wD5y0WWjrgQuHc+7lco4fMyqVbX8ZG5tb2zu7pT1z/+Dw6Ngqn3RllAhMOjhikej7SBJGOekoqhjpx4Kg0Gek509vcr83I0LSiD+oeUzcEI05DShGSkueVa4OQ6QmGLH0NvNSJ6t6VsWu2wvAdeIUpAIKtD3reziKcBISrjBDUg4cO1ZuioSimJHMrK3YkaAzgt2UMY5lZg4TSWKEp2hMBppyFBLppotkGaxpZQSDSOjhCi7U3xcpCqWch77ezGPIVS8X//MGiQqu3JTyOFGE4+WjIGFQRTCvCY6oIFixuSYIC6qjQDxBAmGlyzR1R85qI+uk26g7zXrzvlFpXRdtlcAZOAcXwAGXoAXuQBt0AAaP4Bm8gFfjyXgz3o2P5eqGUdycgj8wPn8AzjOgsQ==</latexit>

G1

The main 
functionality

<latexit sha1_base64="y9MaoQbl57fZdrSD2R8/nOgccQ4=">AAACuHicnVHLTttAFB27PFMeoUhs2IwakLoIkc0CEGolBGrFEtQGkGwrHU9uwsB4xpq5jhRZ/id+p5/RP2ASvIAAG440o6Nz7p3HuWkuhcUg+Of5n+bmFxaXlhufV1bX1psbX66sLgyHLtdSm5uUWZBCQRcFSrjJDbAslXCd3p9N/OsRGCu0+oPjHJKMDZUYCM7QSb3mw048Al6Oql4ZW25EjvWOYwn0ri2qH/GpGEbR73cLYs5y+rYd7t21wyppx7Kv0bbpx0/JqmTyjmSn12wFnWAK+pqENWmRGhe95v+4r3mRgUIumbVRGOSYlMyg4BKqxu6MrY1wiSSllIrbqhEXFnLG79kQIkcVy8Am5TT4iu46pU8H2rilkE7V5x0ly6wdZ6mrzBje2llvIr7lRQUOjpJSqLxAUPzpokEhKWo6mSLtCwMc5dgR5pJyX6H8lhnG0c264TIKZxN5Ta72O+FB5+Byv3VyWqe1RLbJV/KNhOSQnJBzckG6hHtb3nfvp/fLP/b/+kNfPJX6Xt2zSV7AN4/UR9tL</latexit>

~vj,i =
h
[Sj,i \ S1�j,1], . . . , [Sj,i \ S1�j,m]

i

Our Solution
G-PSI as a building block of EP-MPD



Our Solution
G-PSI Implementation Details

• We develop two protocols that meet the requirements of G-PSI


1. EG-PSI (I): Uses private key encryption and requires a Trusted 
Execution Environment (TEE) to find shared encrypted data, thus 
requiring very little processing time 

2. EG-PSI (II): Uses public key encryption and requires a TEE to only 
encrypt data.  Requires more processing time but TEE plays a smaller 
role



Our Solution
EP-MPD from G-PSI

• EP-MPD constructs a binary tree where 
the leaf nodes represent clients


• At each level, clusters of clients are 
formed where the left and right 
subtrees represent two groups 


• Starting from the lowest level, EP-MPD 
iteratively invokes G-PSI on the clusters 
as we move up the tree


• Once we reach the root of the tree, all 
pairwise duplicates have been removed

Level 3

Level 2

Level 1



EP-MPD and Federated Learning

1. Each user locally removes 
duplicates


2. All users run EP-MPD to 
remove pairwise duplicates


3. All users join the federated 
learning protocol



Experiments
• We implement EP-MPD in Python with AES-128 CBC as a PRP for EG-PSI  

(I) and EC-OPRF for EG-PSI (II)


• We create a federated learning setup to fine-tune LLMs with 10 clients


• We evaluate with 7 text datasets and vary the percentage of duplicates up 
to 30%


• We compare the perplexity and GPU training time before and after 
deduplication with EP-MPD 


• We use the GPT-2 Medium and GPT-2 Large models



Results
• EP-MPD is up to 14x faster that naive application of two-party PSI



Results
• Perplexity improves up to 19% after deduplication



Results
• Total GPU training time (minutes) improves up to 27% after deduplication



Conclusion
• We develop EP-MPD, a protocol that efficiently removes all pairwise duplicates in 

federated learning while preserving data privacy


• We observe up to 19% improvement in perplexity and up to 27% improvement in GPU 
training time


• For future work, one could remove near duplicates in federated learning


• Contact: vdasu@psu.edu
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