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() ML-based Malware detectors
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€ ML-based malware detectors become
popular ——==
&ROWDSTREI:i: ELOG Fealured~  Recent™  Videos™~  (
€ ML-based detectors are extremely
vulnerable to various PrOblemS (e-g-: Wh){ Machine Learning Is a Critical Defense
adversarial attacks, concept drift). Against Malware
&eynet XDRPLATFORM ~  SERVICE ~  WHY CYNET PARTNERS

€ Defenses usually target specific problems, ...  aMaware betection Techniques and Their
and improvement in one aspect leadsto ~ “"  UseinEPPandEDR
negative impact on others. @ Avia | oo

Machine Learning

€ There is no universal solution.

Machine learning is how Avira scales the detection and classification of malware. It is pni
of the powerful techniques we use to protect our technology partners and their custofers

from threats.

Download Whitepaper
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:=| Our contributions

» Elevating the sparsity problem and associating ﬁ
sparsity with the key issues in malware detection
tasks.

@

» Proposing subspace compression and density
boosting robust training to solve sparsity problem.

» Practical solution for malware detection by ﬂ
integrating our strategies with other defenses.



S
Key issues for malware detection

» Performance: malwares should be |M

detected as accurately as possible.

> Robustness: the detector should have
resistance to adversarial attacks (such as s
backdoor and evasion). 2&
> Sustainability: the detector should
maintain stable performance in concept
drift scenarios as much as possible.
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Concept drift refers to the phenomenon in machine learning where the statistical properties of the data distribution change over time, causing the relationship between the input variables and the target variable to shift, which can lead to reduced performance of machine learning models that were previously trained on the data.
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Q Motivation — association with all issues
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(a) (b)
(a) Actual distribution of the two-class data.  (c) A sample warp the decision boundary.

(b) Training data sampled from the overall (d) testing samples are wrongly classified.

distribution.
Definition: Sparsity means some feature values or sub-regions occur rarely in a dataset.

In this case, a model may assign large weights to these sparse values to lower training loss,
with no immediate performance impact.
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Backdoor attacks: The yellow dot in (c) is maliciously inserted as poison to warp the model boundary. 
Evasion attacks: The yellow dot in (c) is naturally occurring and it causes a distorted boundary. 
Clean performance and Model sustainability: As long as there are such warped boundaries, model decisions are vulnerable in the sparse regions. 


Motivation — why is mitigating sparsity
necessary for malware datasets
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> Malware dataset tends to have more severe sparsity.
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Q Motivation — how it affects detectors
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Feature values

The feature’s value distribution
of registry count in EMBER(PE).

> Sparse features and values are always assigned with large
weights.
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Left: * Indicates how many examples are turn into benign by adding only this single feature.
Right: Top 1000 drebin features of highest weights.


Q Intuitively solving sparsity problems

Compressing the sparse regions Filling the sparse regions



9 Subspace Compression with Bundling (SCB)
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9 Subspace Compression with Bundling (SCB)

Original(num_write_sections) Outlier processed(num_write_sections)
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9 Subspace Compression with Bundling (SCB)

Outlier processed(num_write_sections) - Combined(num write sections)
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2. Combine sparse regions
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9 Subspace Compression with Bundling (SCB)

Original(export libs hash66)
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9 Subspace Compression with Bundling (SCB)
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@ Subspace Compression with Bundling (SCB)

Bundling values between different features

Feature A (Initial State) Feature B (Initial State) Feature B (After merging)
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1. Value A2 always comes with Value B1.
2. Replace Value B1 that shows up with Value A2 with Value B3.
3. Remove Feature A.



Density boosting
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db(x): replacing dense values with sparse ones



EY Datasets

EMBER %‘fgmn etal 800K samples Windows PE 2017-01~2017-12
SOREL-20M (Harang et al. : 2018-01~2019-04
2020) 12.6M samples Windows PE (being used in our experiments)

DREBIN-2019 (Federico et

al) 232K samples Android APK 2014-01~2018-12

Contagio! 20K samples PDF 2013

1. https://contagiodump.blogspot.com/2013/03/16800-clean-and-11960-malicious-files.htm



EY Performance and Sustainability

> Improved performance with SCB ONLY 222‘3‘:
> Further improvement with Density R

—— SCNN
0.9925~ _ . vanillanN
0.9920- — SCBNN (without bundling)
' —— SCBNN

0.01 0.02 0.04 0.08 0.16

Boosting combined.

» Improved Sustainability (higher AUT) Density

> Outperform others Model Fl score | FPrate | FNrate | AUT (FI,16m) on SOREL

VanillaNN 0.99302 | 0.00442 | 0.00958 0.92850

LTNN 0.99311 | 0.00400 | 0.00977 0.93312

BinarizedNN | 0.98942 | 0.00776 | 0.01339 0.91887

HistogramNN | 0.99390 | 0.00323 | 0.00852 0.94148

SCNN 0.99225 | 0.00397 | 0.01148 0.93387

LightGBM 0.99470 | 0.00258 | 0.00799 0.94651

SCBNN 0.99456 | 0.00363 | 0.00721 0.94444

SCBNN-DB 0.99488 | 0.00381 | 0.00642 0.95135




kY Backdoor attacks

Evaluation of backdoor attacks on different models (practical 16-feature

triggers):

» Largely improved robustness against backdoor attacks (VR
and EQG)

> Still outperforms others
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# Evasion attack

1.0-
bR (Gamma and MAB-malware) o oo
Evaluating query-based 806 g0
evaSion attaCkS : 50'4- —— VanillaNN —— HistogramNN 20'4
> Marginal defenses against £oo- J —uemeem  —sow 2o, — e s
query- based evasions by 0.0- [ — Binarized\N  — SCBNN-DB 0.0- ! | — Binarized\N__ — SCBNN-DB _
... . . 0 5 4 6 8 10 0 10 20 30 40 50 60
m|t|gat| ng Spa I‘Slty SOIGIy Total number of attempts Total number of attempts
> Increased attackers’ _
query budgets and MAB-malware attacks at 6,000 queries
I‘ECIUII‘Ed perturbatlon‘ Model Attack success rate
VanillaNN 1.0
100 LightGBM 0.9588
ol LTNN 0.8454
a0l BinarizedNN 0.8980
20- I HistogramNN 0.9375
0 s | SCNN 0.8854
SCBNN 0.8351
SCBNN-DB 0.3718

(h) SCBNN-DB (h) SCBNN-DB
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ﬁ Combination with other defenses

YV YV V

Metric VanillaNN+PAD  SCBNN+PAD  SCBNN-DB+PAD
F1 score 0.97136 0.99240 0.99362
Rejected ratio 0.05 0.0235 0.0305
ASR on VRB 0.99021 0.13640 0.01883
ASR on EGB 0.63251 0.05210 0.00875
ASR on GAMMA 0.868 0.563 0.256
ASR on MAB 0.968 0.873 0.806

Percentage %

Complementary to other defenses
Maintain higher performance.

Better robustness against backdoors and
GAMMA evasion.

Slightly improved robustness against MAB
evasion, but it largely increased perturbation size
and query budget.
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(a) SCBNN+PAD
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compare to original models without sparsity processing.
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> Largely improved performance and el N WYYy
sustainability on Android dataset © o3 = smmvrodsss Kbl Wy \
. 0.2 - = NN-Selected {AUT:0.47189
> Largely improved robustness on PDF 02T ety (AUTI05170%)
d t t NMN-Bundle (AUT:0.52316)
a ase . 0.0 ";. &ﬁxﬁxéxéxéflf}fﬁé&é&g\ b:;() [s,'l'ﬁg.:‘é
> FS)’BHILV(\:IIOI’kS We” Wlth PAD on AndrOId and TABLE IV: Attack success rate on PDF datasets.
a ta S et S Mimicry Mimicry Mimicry
> Every step of processing is verified N N T ETI
functional for the SCB. "5t EE
> Directly removing sparse features instead __sow  omr omos o 0w e o
of mitigating them can cause large SOINDRAD _hoes%s _donin oo oo boe oo

performance loss.

> SCB is also complementary to advanced e T—
. . eture kept Fl score AUT(F1,16m})
API features like API-Graph (improved the Originl 2381 099302 092850

VRZ=0.01 287 (.99041 0.92235

AUT to 60.156% from 51 .549%). VR>0.1 64 098547 090645

SCB (8% density) 1.239 0.99456 0.94444

TABLE VI: Performance under Sparse feature elimination.
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49 Conclusion

>

The sparsity problem runs through most of
malware datasets, especially datasets with

tabular features. (*Tabular dataset is usually based on expert

experience, which are dedicated to highlight the abnormal situation, which
brings many sparsity problem in the dataset.)

Mitigating sparsity is crucial for the success of
ML-based malware detection.

Subspace Compression with Bundling (SCB) and
Density boosting are shown to be effective in
improving performance, robustness, and
sustainability.

Thank youl!

https://github.com/lanWE/Density -
Boosts-Robustness-Code
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