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Abstract—Public clouds necessitate dynamic resource alloca-
tion and sharing. However, the dynamic allocation of IP addresses
can be abused by adversaries to source malicious traffic, bypass
rate limiting systems, and even capture traffic intended for other
cloud tenants. As a result, both the cloud provider and their
customers are put at risk, and defending against these threats
requires a rigorous analysis of tenant behavior, adversarial
strategies, and cloud provider policies. In this paper, we develop
a practical defense for IP address allocation through such an
analysis. We first develop a statistical model of cloud tenant
deployment behavior based on literature and measurement of
deployed systems. Through this, we analyze IP allocation policies
under existing and novel threat models. In response to our
stronger proposed threat model, we design IP scan segmentation,
an IP allocation policy that protects the address pool against
adversarial scanning even when an adversary is not limited
by number of cloud tenants. Through empirical evaluation on
both synthetic and real-world allocation traces, we show that
IP scan segmentation reduces adversaries’ ability to rapidly
allocate addresses, protecting both address space reputation and
cloud tenant data. In this way, we show that principled analysis
and implementation of cloud IP address allocation can lead to
substantial security gains for tenants and their users.

I. INTRODUCTION

Cloud providers allow near limitless scalability to tenants
while reducing or eliminating upfront costs. One component
that enables this architecture is the reuse of scarce IPv4
addresses across tenants as services scale. Though a practical
necessity, this reuse–combined with the use of IP addresses
as a security principal–enables malicious cloud tenants to
abuse IP address reputation [1]–[3], pollute the address space
for future tenants [4], and even collect sensitive information
intended for previous tenants [5]–[7]. We observe that these
seemingly disparate attack spaces share a common thread: the
ability of adversaries to easily sample large numbers of IP
addresses from provider pools.

While prior works have identified and confirmed the issue
of IP address reuse, and proposed some preliminary mitiga-
tions [6], [7], the community still lacks a complete under-
standing of the security provided by these measures, especially
against a more powerful or adaptive adversary. For instance,
prior works that attempt to reassign addresses to the same
tenant can be defeated by adversaries using many disconnected
cloud accounts (a form of Sybil attack). Developing secure

policies for IP address allocation necessitates a fine-grained
analysis of tenant behaviors and adversarial strategies. Such
an analysis, and the stronger defenses that analysis enables,
are the key focus of this work.

Towards this goal, we propose a novel, comprehensive
model for IP address allocation on public clouds. By con-
sidering realistic distributions of benign tenant behaviors,
configuration management, and cloud provider allocation poli-
cies, our new model enables us to concretely evaluate the
effectiveness of attacks against the address pool. Implemented
in the Elastic IP Simulator (EIPSIM), tenant and adversarial
behaviors enable the key goal of our work: developing new
allocation strategies that reduce the ability of adversaries to
allocate, measure, and exploit many IP addresses. Our model
is validated via real-world data on cloud tenant allocations,
as well as data collected on cloud configuration management
practices and discussions with major cloud providers. In this
way, our model enables the development of new defenses
against a broad class of attacks against cloud services.

Our model enables us to characterize and defend against
a stronger adversary than considered in prior work. This
adaptive adversary performs a Sybil attack against the cloud
provider, creating many accounts to continually allocate new
IP addresses from the pool. Hence, this attacker effectively
defeats the protections provided by prior works. We propose
IP scan segmentation, a novel IP allocation policy that heuristi-
cally identifies adversarial behavior across many cloud tenants,
and effectively segments the pool to prevent such adversaries
from allocating many unique IPs and exploiting vulnerabilities.

We use EIPSIM to evaluate the security properties (i.e.,
adversarial ability to discover unique IPs and exploitable
configurations) of our studied allocation policies and ten-
ant/adversarial behaviors in real cloud settings. Our analysis,
spanning over 250 years of simulated IP address allocation,
highlights the marked impact of IP allocation policies on
the exploitability of IP address reuse. Indeed, our analysis
shows that IP scan segmentation reduces adversarial success
by 83.8% over the IP allocation policies deployed by cloud
providers, and by 70.1% compared to prior explored tech-
niques. Because our model concretely parallels the actual
behavior of cloud providers and tenants, the techniques studied
in this work can be directly implemented by providers to
protect their customers and network resources. We have shared
our findings with providers and release our models and policies
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Intended use: routing traffic 
between network endpoints

• Map to physical infrastructure
• Owned by organizations
• Long-lived associations
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What’s in an IP(v4) Address?

192.0.2.1

192.0.3.1
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What’s in an IP(v4) Address?

In Practice: Security Enforcement
• Firewall rules
• Routing sensitive data
• TLS certificate issuance

 (E.g., LetsEncrypt)
• Email server reputation
• …

Result IPs as security principals

192.0.2.1

192.0.3.1

IP∈192.0.2.0/24

example.com→A 192.0.3.1
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Public Clouds Challenge IP Address Assumptions
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Release Release

• Address control is short-lived
• Elasticity enables attackers to control many addresses
• Benign tenant has temporal locality with adversary
• Next tenant could be adversarial
• Attacker controlled address previously



• Problem 1: Cloud tenants use IP 
addresses as a security principal
• Explicitly (security groups) or…
• Implicitly (DNS records)

Result: exploitation by next tenant

• Problem 2: Cloud tenants are 
harmed by previous IP owners
• Poor address reputation or…
• Unwanted/attack traffic

Result: harmed by previous tenant
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Threat: IP Address Reuse in the Cloud Setting
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Threat: IP Address Reuse in the Cloud Setting
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Common Factor:
Adversaries Scanning the IP Pool



Attackers can enumerate the IP pool (Pauley et al., S&P’22)

TABLE II: IP allocation statistics, including per-region esti-
mates of the total available IPs and percentage of estimated
IPs that were measured in our study (Capture Rate). In
total we estimate that 56% of available IP addresses in the
us-east-1 region were measured.

Zone Servers Unique IPs Estimated IPs Capture Rate

us-east-1a 581 k 383 k 789 k 49%
us-east-1b 607 k 389 k 762 k 51%
us-east-1c 630 k 236 k 313 k 76%
us-east-1d 573 k 360 k 700 k 51%
us-east-1f 647 k 171 k 198 k 87%

Total 3039 k 1540 k 2762 k 56%

C. Ethics and Adversarial Implications

Throughout our study we took actions to ensure that ef-
fects of our measurement would be minimized. As in prior
works [4], [5], we capped our IP addresses allocation to an
acceptable rate (320 addresses every 10 minutes). Our data
collection was covered under an exemption from our institu-
tional review board (IRB). While the scope of data collected
in our study was similar to other network telescopes [20], [46],
[21], we also took additional steps (outlined in Appendix B)
to ensure that data was protected throughout the study. Dis-
closure of all discovered vulnerability was performed through
Amazon (Appendix A), including extended scanning by AWS
to provide expanded disclosure.

Unlike previous datasets that collect only transport-layer
traffic (e.g., UDP packets and TCP SYN packets) [48], our
approach yields raw packet captures with data from servers
that are legitimately routable, but otherwise have no content.
Because the approach does not rely on privileged access to the
cloud, it also presents a compelling technique for an adversary:
rather than passively collect traffic for study, an adversary
could deploy honeypots designed to target commonly-used
protocols. These honeypots could record personal information
for exploitation, provide fake authentication prompts to extract
credentials, or host drive-by downloads of malware. The
low cost with which our measurement study was performed
(2089.76USD over 101 days) suggests that an adversary could
carry out such an attack at minimal expense. This clear risk
to cloud infrastructure motivated our extensive disclosure and
remediation process (see Appendix A).

V. CHARACTERIZING CLOUD IP USE

We first use our collected data to analyze the AWS
us-east-1 IP pool. An adversary wishing to exploit latent
configuration would aim to measure as many IPs as possible,
and to ensure that those IPs have been used by other tenants
recently. This motivates two analysis questions: (A) how many
IPs are available for allocation by cloud tenants? (B) how
quickly are IPs available for reuse? These questions will also
inform our evaluation of countermeasures (Section VII).

A. IP Address Availability

To estimate the number of available IPs, we model the IP
address pool in each AWS availability zone as a population

Fig. 3: Measuring time between IP reuse on AWS, over the
entire study and reuse seen within 6 hours. IPs were generally
not reused within 30 minutes after release.

survey. Population surveys are a statistical method generally
used to measure animal populations, but the same principles
can be applied in this case to estimate size and activity of
the IP address pool. We begin by assuming that IP allocations
are pseudo-randomly drawn from the pool of available IPs
(as has been subsequently confirmed in conversations with
Amazon). We model the pool as an open population, since
other tenants also allocate and return IPs during the course
of the study. All modeling was performed using an open
population estimation technique developed by Sandland and
Cormack [49], implemented in Rcapture [50]. We see that
larger availability zones yield largely unseen IPs throughout
the experiment whereas smaller ones are quickly covered. An
adversary seeking to maximize IP coverage might target zones
with fewer IPs, while one searching for a specific tenant’s IPs
would emphasize high capture rate.

Results of our population estimation are shown in Table II.
We estimate the number of IPs in the pool at any point during
the study, as well as the capture rate, which is the percentage
of estimated IPs that we measured. This can be interpreted as
a probability that any IP released into the pool was measured
by us during the study. We conclude that the current IP
pool implementation on AWS is favorable for achieving high
coverage of the IP space. Creating servers on AWS yields a
high number of IPs, each of which could have potential latent
configuration. Further, our capture ratio across each zone was
as high as 87%, meaning that an IP released by a tenant in
the pool had an 87% chance of being measured by our study.
These metrics show that an adversary can continually measure
the IP space and discover new, potentially exploitable systems,
and that even a single adversary performing such an attack
poses a high risk to cloud tenants in even the largest zones.

B. Age of IPs at Reuse

We additionally evaluate the age of IP addresses when they
are reused (i.e., how long it takes for an IP address to be
reallocated after a tenant releases it). Because we achieve such
high coverage of the us-east-1 IP space, many of the IPs
seen by our apparatus are seen twice or more (in one instance
in us-east-1f, we received the same IP address 13 times).
By recording the interval between release and reacquisition
of these IP addresses, we can characterize the IP address
allocation to understand what policies are being applied.
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Random IP address allocation
makes pool scanning trivial.



• Goal: Design new allocation policies that:
1. Prevent adversaries from allocating many IPs
2. Separate adversaries spatially and temporally

• Challenges:
1. Adversaries are unknown (must infer from behavior)
2. Policies cannot harm benign tenants

Secure IP Address Allocation at Cloud Scale (Pauley et al.) 11

Can we allocate IP addresses securely?



Key EIPSIM Features:
•Modular Allocation Policies
• Real & Simulated Traces
• Fine-grained Metrics
• Adversarial Simulation
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EIPSIM: Modeling Secure Cloud IP Allocation
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Abstract—Public clouds necessitate dynamic resource alloca-
tion and sharing. However, the dynamic allocation of IP addresses
can be abused by adversaries to source malicious traffic, bypass
rate limiting systems, and even capture traffic intended for other
cloud tenants. As a result, both the cloud provider and their
customers are put at risk, and defending against these threats
requires a rigorous analysis of tenant behavior, adversarial
strategies, and cloud provider policies. In this paper, we develop
a practical defense for IP address allocation through such an
analysis. We first develop a statistical model of cloud tenant
deployment behavior based on literature and measurement of
deployed systems. Through this, we analyze IP allocation policies
under existing and novel threat models. In response to our
stronger proposed threat model, we design IP scan segmentation,
an IP allocation policy that protects the address pool against
adversarial scanning even when an adversary is not limited
by number of cloud tenants. Through empirical evaluation on
both synthetic and real-world allocation traces, we show that
IP scan segmentation reduces adversaries’ ability to rapidly
allocate addresses, protecting both address space reputation and
cloud tenant data. In this way, we show that principled analysis
and implementation of cloud IP address allocation can lead to
substantial security gains for tenants and their users.

I. INTRODUCTION

Cloud providers allow near limitless scalability to tenants
while reducing or eliminating upfront costs. One component
that enables this architecture is the reuse of scarce IPv4
addresses across tenants as services scale. Though a practical
necessity, this reuse–combined with the use of IP addresses
as a security principal–enables malicious cloud tenants to
abuse IP address reputation [1]–[3], pollute the address space
for future tenants [4], and even collect sensitive information
intended for previous tenants [5]–[7]. We observe that these
seemingly disparate attack spaces share a common thread: the
ability of adversaries to easily sample large numbers of IP
addresses from provider pools.

While prior works have identified and confirmed the issue
of IP address reuse, and proposed some preliminary mitiga-
tions [6], [7], the community still lacks a complete under-
standing of the security provided by these measures, especially
against a more powerful or adaptive adversary. For instance,
prior works that attempt to reassign addresses to the same
tenant can be defeated by adversaries using many disconnected
cloud accounts (a form of Sybil attack). Developing secure

policies for IP address allocation necessitates a fine-grained
analysis of tenant behaviors and adversarial strategies. Such
an analysis, and the stronger defenses that analysis enables,
are the key focus of this work.

Towards this goal, we propose a novel, comprehensive
model for IP address allocation on public clouds. By con-
sidering realistic distributions of benign tenant behaviors,
configuration management, and cloud provider allocation poli-
cies, our new model enables us to concretely evaluate the
effectiveness of attacks against the address pool. Implemented
in the Elastic IP Simulator (EIPSIM), tenant and adversarial
behaviors enable the key goal of our work: developing new
allocation strategies that reduce the ability of adversaries to
allocate, measure, and exploit many IP addresses. Our model
is validated via real-world data on cloud tenant allocations,
as well as data collected on cloud configuration management
practices and discussions with major cloud providers. In this
way, our model enables the development of new defenses
against a broad class of attacks against cloud services.

Our model enables us to characterize and defend against
a stronger adversary than considered in prior work. This
adaptive adversary performs a Sybil attack against the cloud
provider, creating many accounts to continually allocate new
IP addresses from the pool. Hence, this attacker effectively
defeats the protections provided by prior works. We propose
IP scan segmentation, a novel IP allocation policy that heuristi-
cally identifies adversarial behavior across many cloud tenants,
and effectively segments the pool to prevent such adversaries
from allocating many unique IPs and exploiting vulnerabilities.

We use EIPSIM to evaluate the security properties (i.e.,
adversarial ability to discover unique IPs and exploitable
configurations) of our studied allocation policies and ten-
ant/adversarial behaviors in real cloud settings. Our analysis,
spanning over 250 years of simulated IP address allocation,
highlights the marked impact of IP allocation policies on
the exploitability of IP address reuse. Indeed, our analysis
shows that IP scan segmentation reduces adversarial success
by 83.8% over the IP allocation policies deployed by cloud
providers, and by 70.1% compared to prior explored tech-
niques. Because our model concretely parallels the actual
behavior of cloud providers and tenants, the techniques studied
in this work can be directly implemented by providers to
protect their customers and network resources. We have shared
our findings with providers and release our models and policies
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Idea: released IPs are tagged with 
the tenant’s account ID

• Allocations prefer available IPs 
tagged to that tenant
• Otherwise: LRU allocation

Problem: Relies on adversaries
using one cloud account
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Existing “smart” policy: IP Tagging (Pauley et al., S&P’22)
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IP Scan Segmentation: A Robust Defense for IP Pools

Idea: Identify behavior associated with IP pool scanning
• Prefer allocating the same IPs to these tenants
• Based on allocation duration (shorter is adversarial)
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84% reduction in adversary 
success (worst-case)

Scales to 10M+ Addresses 
(more than largest cloud AZ)
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Result: Strong Protection Against IP Pool Scanning

TABLE I: Performance scaling of IP Scan Segmentation with
pool size. Speedup is the amount of simulated time (100 days)
divided by time to simulate. IP Scan Segmentation scales
to pools with millions of IPs and hundreds of millions of
allocations.

# IPs Runtime Speedup Allocations Allocs/s

100 500ms 17M 4.2 k 8.3 k
1 k 530ms 16M 26 k 48 k
10 k 2 s 4.3M 220 k 110 k

100 k 14 s 630 k 2.2M 160 k
1M 187 s 46 k 22M 120 k

10M 2.3 ks 3.8 k 220M 97 k

TABLE II: Largest major cloud compute regions.

Provider Largest Region # Zones # IPs

GCP [38] us-central-1 4 2.8M
Azure [39] eastus 3 3.3M
AWS [40] us-east-1 5 16M

C. Performance & Scalability

Our work aims to provide practical security improvements
through IP allocation policies, and it is therefore important
that such policies are realizable. To this end, we evaluate the
performance of IP Scan Segmentation on various IP address
pool sizes. Notably, because EIPSIM simulates each concrete
IP address allocation, the compute requirements required to
simulate allocations are similar to that of a production al-
location pool. We simulate non-adversarial scenarios on a
commodity x64 server with 64vCPU and 192GB of RAM,
though simulations use only one CPU thread. In each case,
|I|/10 tenants were used6 with a max concurrent allocation of
10 per tenant. Simulations run for 100 (virtual) days. Results
(Table I) show runtime and allocation rates with respect to
pool size, demonstrating that EIPSIM scales with pool size
to millions of allocations. The largest cloud compute regions
(Table II) can reallocate at most a few thousand addresses
per second, well within the performance of SEGMENTED on
a single CPU core.

Studied performance numbers align with the sizes of the
largest cloud compute regions (see Table II), demonstrating
the proposed techniques scale to the size of major providers.

We further demonstrate the achievability of new policies
by evaluating the real-world behavior of an existing provider
and how those map to the information storage requirements of
our proposed SEGMENTED policy. In the case of AWS, while
allocation is random, AWS also already tags IP addresses with
their previous tenant, and allows tenants to reuse released IPs
if they have not been allocated to another tenant [41]. This
currently-stored data is sufficient to perform the tenant tagging

6The policies discussed store O(1) data per tenant, so per-tenant compute
overhead in EIPSIM is largely caused by simulating tenant agents, rather than
the allocation policies themselves.

used by SEGMENTED and TAGGED policies. The remainder
of the SEGMENTED policy requires associating an additional
timestamp with each IP. Candidate IPs are then randomly
sampled (as under current policies) and a best-fit IP is selected
based on the heuristic. In this way, the SEGMENTED policy
can be achieved using the existing data structures implemented
by a major provider.

VI. LIMITATIONS

IP allocation policies are a heuristic mitigation, rather than
a sound solution, for abuse of a cloud provider’s IP address
pool. Under our threat model, providers must allocate some
address to a tenant on request. Further, the provider will always
face limited information, as a Sybil attack is not soundly
distinguishable from benign new tenants.

Effects on Benign Tenants While IP Scan Segmentation
reduces the ability of adversaries to observe latent config-
uration and harm future customers in expectation, it may
also affect benign tenants, especially new customers. These
new customers would be treated the same as new adversarial
tenants, and may therefore receive disproportionately more
low-quality IP addresses that were previously controlled by
an adversary. Note that this applies only to prospective threats
(i.e., a new benign tenant receiving an address that has been
polluted by an adversary), as new tenants that then hold IPs for
long periods will receive protection from retrospective threats.

To mitigate harms to new tenants, providers can add ad-
ditional signals to the allocation process. The multi-tenant
adversary requires access to many payment credentials that
are likely of low quality (e.g., stolen credit cards), so coun-
termeasures can privilege behaviors likely not associated with
these. For instance, customers that purchase high-margin non-
compute products (i.e., those not useful for adversarial IP
allocation) or those with commercial contracts and vetted
relationships, such as new accounts under existing billing
arrangements. The effective price of leased addresses can also
be considered (Section VII-A).

Provider Feedback and Implementation Our proposed
policies have not yet been deployed by major cloud providers.
While our evaluation demonstrates that allocation policies can
be effectively implemented from a technical perspective, other
factors may prevent their adoption, such as associated reputa-
tional risks as providers take responsibility for client configu-
rations. Cloud providers operate under a shared responsibility
model [42], wherein they take responsibility for infrastructure
security and customers are responsible for their workloads.
Defending against retrospective threats to IP allocation blurs
this boundary, and potentially exposes providers to increased
risk or scrutiny when protections fail. Similar actions have
been taken in other shared domains, such as cloud storage
security [43], providing hope that evaluations of IP allocation
effectiveness may lead to practical improvements in security.

Ultimately, we recommend that providers continue to em-
brace the shared responsibility model while protecting tenants
when possible. In the case of IP address allocation, this would
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Validation on Real-World Traces

Real-world allocations via Google clusterdata-2019 dataset



Cloud Providers Adopt new IP allocation policies
to protect customers

Cloud Customers Avoid public IP addresses for access control
(use TLS, IAM, private networks)

Security Researchers Embrace simulation using synthetic and real-
world data for evaluation of secure systems

CS Departments Hire me!
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Now what?

epauley@cs.wisc.edu pauley.me/eipsim


