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Why are current DDoS defenses inadequate?



Target
InternetInternet

Defense Strategies

Target link

Internet

· Traffic Scrubbing: clean incoming traffic from malicious flows
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Useless if a link upstream is flooded

The Coremelt attack
[38] (ESORICS 2009)

Exploits a characteristic of today’s Internet: 
(legitimate) end hosts cannot control the path  
to bypass congested links

· Network Capabilities: isolate attack traffic from benign traffic
Useless if links are congested (DoC attacks [32])



Current defenses lack a crucial property:

Availability does not diminish 
— regardless of the botnet size

Everyone has the incentive to 
increase their “fair share”.
Tragedy of the commons,
Garrett Hardin (1968)

5

Per flow fair sharing,
and similar notions

Fair share on every link too small 
to be useful.

"Botnet-size independence"

· Fair Resource Reservation: guarantee exclusive usage
Useless in today’s Internet since actual allocations would be too small

Defense Strategies



What ingredients do we need for DDoS defense?
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Which notion of fairness is required for
botnet-size independence?
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SIBRA Paths
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2Tbps 1Tbps

Fairness between ISDs: core paths

• between ISD Core ASes 
• negotiated between 

direct neighbors 
• initiated from destination 
• according to previous 

traffic volumes 
• long-term (months) 
• optional guarantees  

e.g., 99.99% availability

CORE
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SIBRA Paths
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30 Mbps
50 Mbps

Fairness inside ISDs: steady paths

Fairness between ISDs: core paths

• requested by inner ASes 
• low-bandwidth traffic 

(control traffic, DNS, ICMP) 
• intermediate-term 

(order of minutes) 
• periodically extendable 
• basis for launching high-

bandwidth reservations 
• cryptograph. protected  

(using local keys)

STEADY



SIBRA Paths
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Fairness inside ISDs: steady paths

Fairness between ISDs: core paths

E2E reservations: ephemeral paths

fairness: per-source and dest. AS

bandwidth proportional to
steady paths and core paths

• requested by end hosts 
• high-bandwidth traffic 

(proportional to steady bw.) 
• short-term  

(tens of seconds) 
• periodically extendable 
• similar to leased lines 

(more flexible and cheaper) 
• similar to virtual paths  

(with security protection)

EPHEMERAL



How much bandwidth do ephemeral paths obtain?



2-Dimensional Bandwidth Decomposition
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1. vertical 
(hierarchical, per-location)

2. horizontal 
(per-link)
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2-Dimensional Bandwidth Decomposition
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case 1)  
source ISD

case 2)  
between ISDs

case 3)  destination ISD

1. vertical 
(hierarchical, per-location)

2. horizontal 
(per-link)
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case 1)  
source ISD
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between ISDs

case 3)  destination ISD

1. vertical 
(hierarchical, per-location)

   ASH 
  ASK 

ASB1 ASB2

steady

ephemeral

ASD1

D

80% ephemeral
5% steady

15% best-effort

path path

path

core

2. horizontal 
(per-link)



     ASE  ASGS1
ISD

Austria

ASF

 ASA2

S2

  

ISD 
Japan

 ISD  
Germany

     ASB1

  

ASD1

ASB2

  D

ISD United States

ASC1

2-Dimensional Bandwidth Decomposition
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100 Gbps
  80 Gbps ephemeral
    5 Gbps steady
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100 Gbps
  80 Gbps ephemeral
    5 Gbps steady
  15 Gbps best-effort
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case 1)  
source ISD

case 2)  
between ISDs

case 3)  destination ISD
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2-Dimensional Bandwidth Decomposition

480 Mbps

1. vertical 
(hierarchical, per-location)

   ASH 
  ASK 

ASB1 ASB2

steady

ephemeral

ASD1

D

80% ephemeral
5% steady

15% best-effort

path path

path

core

2. horizontal 
(per-link)

ASK

4.8 Mbps
960 Mbps



     ASE  ASGS1
ISD

Austria

ASF

 ASA2

S2

  

ISD 
Japan

 ISD  
Germany

     ASB1

  

ASD1

ASB2

  D

ISD United States

ASC1

2-Dimensional Bandwidth Decomposition

480 Mbps

1. vertical 
(hierarchical, per-location)
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bottom line:  
ephemeral BW is proportional to steady BW 

(source-ISD paths, core paths, dest-ISD paths) 

unused st./eph. BW is loaned to best-effort BW 
(through statistical multiplexing)
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SIBRA Guarantees
• Source AS S initiates a reservation. 

Each AS on path accepts or declines  
and provides a cryptographic token:

• Efficiency & Scalability:  
ASes verify these tokens, embedded in the forwarded packets, i.e., no per-flow state.
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the ingress router of ASi checks the availability of steady
bandwidth on the link ASi−1 → ASi, and the egress router
of ASi on the link ASi → ASi+1. If enough bandwidth is
available at both the ingress and the egress router (Case ➊

in Figure 5), both routers temporarily reserve the requested
bandwidth (Step II). Subsequently, the egress router of ASi

issues a cryptographically authenticated reservation token (RT)
encoding the positive admission decision (Step III).

An RT generated by ASi is authenticated using a crypto-
graphic key Ki known only to ASi, by which ASi can later
verify if an RT embedded in the data packet is authentic.
More specifically, the RT contains the authenticated ingress
and the egress interfaces of ASi, and the reservation request
information. RTs are onion-authenticated to prevent an attacker
from crafting a steady path from RT chunks:

RTASi
= ingressASi

∥ egressASi
∥

MACKi

(

ingressASi
∥ egressASi

∥ Request ∥ RTASi−1

)

where Request is defined as Bwreq ∥ ExpTime ∥ flowID. We
emphasize that steady path reservation flow identifiers are
independent of TCP flow identifiers: A steady path can carry
packets from multiple TCP flows, as long as these packets
contain the RTs corresponding to the steady path in their
header.

If at least one of the routers of ASi cannot meet the request
(Case ➋), it suggests an amount of bandwidth that could be
offered instead, and adds this suggestion to the packet header.
Although already failed, the request is still forwarded to the
destination (i.e., to the ISD core in case of steady paths)
to collect suggested amounts of bandwidth from subsequent
ASes. This information helps the source make an informed
and direct decision in a potential bandwidth re-negotiation.

As steady paths are only infrequently updated, scalability
and efficiency of steady path updates are of secondary impor-
tance. However, ASi can still perform an efficient admission
decision by simply considering the current utilization of its
directly adjacent AS neighbors. Such an efficient mechanism
is necessary for reservation requests (and renewals) to be
fastpath operations, avoiding to access per-path state. In case
of a positive admission decision, ASi needs to account for the
steady path individually per leaf AS where the reservation
originates from. Only slowpath operations, such as policing
of misbehaving steady paths, need to access this per-path
information about individual steady paths.

Confirmation and usage. When the reservation request
reaches the destination D, the destination replies to the request-
ing source (e.g., S3) either by a confirmation message (Case
➌ in Figure 5) containing the RTs accumulated in the request
packet header, or by a rejection message (Case ➍) containing
the suggested bandwidth information collected before.4 As the
confirmation message travels back to the source, every ingress
and egress router accepts the reservation request and switches
the reservation status from temporary to active (Step IV).

In order to use the reserved bandwidth for actual data
traffic, the source includes the RTs in the packet header.

D. Ephemeral paths

Ephemeral paths are used for communication with guaranteed
high bandwidth. Ephemeral paths are short-lived, only valid
on the order of tens of seconds, and thus require continuous

renewals through the life of the connection. The source, the
destination, and any on-path AS can rapidly renegotiate the
allocations. Figure 1 shows two ephemeral paths, one inside
an ISD, one across three ISDs.

We emphasize that the amount of ephemeral bandwidth
that is proportional to steady bandwidth may constitute a lower
bound: If more ephemeral bandwidth is available (for instance
since not everybody might be using his fair share of ephemeral
bandwidth), requesters can choose a bandwidth class above
the proportional ratio. In the spirit of fair allocation of joint
resources, the lifetime of ephemeral paths is limited to 16
seconds in order to curtail the time of resource over-allocation.
The details of the over-allocation, however, are out of scope
and left for future work.

Ephemeral paths from steady paths. Ephemeral path re-
quests bear many similarities with steady path requests, yet
bootstrapping is different: An ephemeral path reservation is
launched by an end host, as opposed to a steady path reser-
vation that is launched by a leaf AS. The end host (e.g., host
S in Figure 1) first obtains a steady up-path starting at its AS
(e.g., ASE ) to the ISD core, and a steady down-path starting at
the destination ISD core (e.g., ASB2) to the destination leaf AS
(e.g., ASH ). Joining these steady paths with an inter-ISD core
path (e.g., from ASA2 to ASB2) results in an end-to-end path
P, which is used to send the ephemeral path request from the
source end host S to the destination end host D using allocated
steady bandwidth.

More specifically, S first generates a new flow ID, chooses
an amount of bandwidth to request from SIBRA’s predefined
ephemeral bandwidth classes, and sends the ephemeral path
request along path P.5 Recall that the path is composed of a
steady up-path of S, a core path, and a steady down-path of
D. The leaf AS where the source end host resides (e.g., ASE )
may decide to block the request in some cases, for instance
if the bandwidth purchased by the leaf AS is insufficient.
Each intermediate AS on path P performs admission control
through a weighted fair sharing mechanism that ensures the
ephemeral bandwidth is directly proportional with its steady
path bandwidth, as described next. The bandwidth reservation
continues similarly to the steady path case.

If bots infest source and destination leaf ASes, these bots
may try to exceed their fair share by requesting, respectively
approving, excessively large amounts of bandwidth. To thwart
this attack, each leaf AS is responsible for splitting its pur-
chased bandwidth among its end hosts according to its local
policy, and for subsequently monitoring the usage.

Efficient weighted bandwidth fair sharing. The intuition
behind SIBRA’s weighted fair sharing for ephemeral band-
width is that purchasing steady bandwidth (or generally spo-
ken: bandwidth for control traffic) on a link L guarantees a
proportional amount of ephemeral bandwidth on L. In Figure 1,
the ephemeral bandwidth on the ephemeral path from end host
S to D is proportional to the steady bandwidth on the steady
up-path from ASE to core ASA2, and also proportional to the
steady bandwidth on the steady down-path from core ASB2

down to ASH . We explain the details of the three cases of intra-
source-ISD links, core links, and intra-destination-ISD links in

5Similarly to the steady path case, although an ephemeral path is identified
by a flow ID, this flow ID is orthogonal to TCP flow IDs. A single ephemeral
path can transport any data packets regardless of their layer-4 protocol.

5

CBC-MAC (AES)  
Intel’s AESni [16] 
4.15 cycles/byte
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Botnet A
Botnet B

Botnet C

SIBRA under Attack

Per-neighbor 
monitoring 

at transit ASes 
(fastpath)

Per-flow 
monitoring 
at the edge 

(slowpath, [37])

Probabilistic  
monitoring 

at transit ASes 
(fastpath, [43])

Botnet D



Is there enough bandwidth in today’s Internet?
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• The entire world connects to Australia (32 428 leaf ASes)
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463.9 Mbps  
(371.1 Mbps ephemeral bandwidth) 

for each AS 5.64 Gbps  
in 2018

Case study: core links to Australia



How effective is SIBRA?
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Fig. 10: Comparative simulation results for TVA, Portcullis, STRIDE, and SIBRA against Intra-ISD DoC attack 10(a), Inter-ISD DoC attack 10(b)
and Coremelt attack 10(c).
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Fig. 11: The experiment setup for DoC and Coremelt attacks, as
botnets try to exhaust the bandwidth of the core links, using both
control packets and data packets.

since a majority of requests from ISD1 are dropped if any
core link in ISD2 is congested. SIBRA successfully delivers
all the legitimate requests, in both attack scenarios, because
SIBRA requests are launched using steady paths, and steady
paths guarantee a fair share of control traffic along core paths.

Coremelt Attack. We simulated a Coremelt attack with the
following settings: ISD2 contains 500 pairs of randomly se-
lected contaminated ASes, which communicate using ephe-
meral paths within ISD2, each with a throughput of 8 Kbps of
their 256 Kbps reservations. By sending such a low throughput,
the bots try to remain undetected. The source and the destina-
tion also communicate using an ephemeral path, of 800 Kbps.
All the ephemeral paths in the experiment traverse the same
core link. We measure the bandwidth obtained when the source
sends to the destination a 1 MB file.

Figure 10(c) shows that the congestion on the core link
degrades the file transfer time in STRIDE to over 100 seconds.
TVA, which uses per-destination queues to forward authorized
traffic, performs slightly worse than Portcullis, simulated using
per-source weighted fair sharing based on the computational
level. SIBRA outperforms the other schemes, because it gives
a lower bound on the bandwidth obtained for the file transfer,
due to its weighted fair sharing based on the steady paths.

C. Lower bound on bandwidth fair share

We simulated the bandwidth obtained by new ephemeral paths
when requests for ephemeral paths arrive from both benign
and malicious sources. We considered a scenario where all
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Fig. 12: Simulation results on SIBRA’s availability.(a) shows the
existence of the reservable bound for bandwidth request, (b) presents
the tolerability of bandwidth reservation against packet loss.

the requests are forwarded using the same steady down-path
(SIBRA the worst case for weighted fair-sharing) that has a
bottleneck of 10 Gbps.

The legitimate steady up-path from the source AS carried
5 requests per second, and has a bandwidth of 6.4 Mbps.
We fluctuated the number of attacker, and their steady up-
paths bandwidth randomly distributed between 50 Kbps and
12.8 Mbps. There were approximately 50 attackers on every
malicious up-path, and each attacker sent one request per
second. The bandwidth requested for ephemeral paths ranged
from 50 Kbps up to 12.8 Mbps.

The result for this setting is presented in Figure 12(a). The
light green area shows the real-time reservable bandwidth, that
changes dynamically but stabilizes around 2.5 Mbps. At time
interval 100, the number of attackers and steady up-paths used
for requesting ephemeral paths increases. However, SIBRA
guarantees that reservable bandwidth remains stable despite
of increasing numbers of attackers. It is due to the fair share,
which is not affected by the number of attackers with steady
paths.

D. Packet loss tolerance

Next, we simulated the influence of packet loss on band-
width reservation. We assumed that at every second there are
1 000 reservation requests sent, with the following parameters:
variable path length (5-10), random bandwidth (50 Kbps -
6.4 Mbps), variable packet loss rate (0-10%), and RTT set
to 1 second. Similar to Portcullis [33] and TVA [47], we
assumed that request packets are limited to 5% of the entire
link capacity.

Evaluation: Defense against Coremelt
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How efficient is SIBRA?
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Per-flow Stateless Operations
10 Gbps core link (load ~40%): 2.2 x105 flows per second  
  1 Tbps  core link (load ~40%): 2.2 x107 flows per second

Storing per-flow state is  
prohibitively expensive  
— especially under attack

23

Router Action Time 
(avg)

Per 
second

Processing 1 reservation request 9.10 µs 110 K   
Processing 1 packet (1 500 bytes)  
   using Intel’s DPDK and AESni

0.04 µs      25 Mio

280 Gbps



     ASE  ASGS1
ISD

Austria

ASF

 ASA2

S2

  

ISD 
Japan

 ISD  
Germany

     ASB1

  

ASD1

ASB2

  D

ISD United States

ASC1

Conclusions
• Botnet-size independence is the key property against DDoS attacks
• SIBRA is the first bandwidth reservation architecture  

to achieve botnet-size independence at Internet scale
• Two-dimensional bandwidth decomposition
• Very fast operations, per-flow stateless forwarding

Internet Architecture
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Backup
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Parameter Choice: Traffic Types

• ephemeral (80%)
• Netflix’s video constitutes >50% of the entire Internet traffic
• together with YT and FB, 70-90% are realistic for ephemeral traffic

• steady (5%)
• based on a 10-day measurement of a tier-1 ISP: 

connection establishment (TCP-SYN) uses 0.5% of the bandwidth
• SIBRA allocates 10x that amount

• best-effort (15%)
• email, news, SSH, DNS (3.9%)
• very short-lived flows, less than 256ms (5.6%)
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