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Abstract ing path to mount Denial-of-Service, surveillance, man-in
the-middle attacks, etc. Unfortunately, current netwatis
The rising demand for high-quality online services re- not provide any assurance of data deliveryaniversarial
quires reliable packet delivery at the network layer. Data- environments, and lack a reliable way to identify misbehav-
plane fault localization is recognized as a promising means ing routers that jeopardize packet delivery. For example, a
to this end, since it enables a source node to localize faulty malicious or misconfigured router can “correctly” respond
links, find a fault-free path, and enforce contractual obli- to pi ng or t r acer out e probes while corrupting other
gations among network nodes. Existing fault localization packets.
protocols cannot achieve a practical tradeoff between secu  Though end-to-end path monitoring [13,22] and multi-
rity and efficiency and they require unacceptably long de- path routing [20, 21, 31, 44, 54, 55, 57] can mitigate data-
tection delays, and require monitored flows to be imprac- plane attacks to some extent, they are proven to render poor
tically long-lived. In this paper, we propose an efficient performance guarantees [47,59]; without the exact knowl-
fault localization protocol calledshortMAC, which lever- edge of which link is faulty, a source node would need to
agesprobabilisticpacket authentication and achieves 100 explore anexponentialnumber of paths in the number of
— 10000 times lower detection delay and overhead than re-faulty links in the worst case. As illustrated in Figure 1
lated work. We theoretically derivelawer-bound guaran-  where the default route fror§ to D is path(1/7 2, 3',4),
teeon data-plane packet delivery BhortMAC, implement  end-to-end monitoring only indicates if the curreuathis
a ShortMAC prototype, and evaluate its effectiveness us- faulty without localizing a specific faulty link (if any) of a
ing the SSFNet simulator and Linux/Click routers. Our im- compromised or misconfigured router on the path. In the
plementation and evaluation results show t§abrtMAC worst caseS needs to explorg* paths to find the path with
causesiegligiblethroughput and latency costs while retain- no faulty links, i.e., patti1, 2, 3,4).
ing a high level of security. Therefore, data-planfault localizationhas been widely
recognized as a promising remedy for securing data deliv-
ery [10,11,16,59]. In a nutshell, fault localization eresbl
1 Introduction a source to monitor data forwarding at each hop and local-
ize abnormally high packet loss, injection, and/or forgery
. ) on a certairlink. Such information about link quality can
Performance-sensitive services, such as cloud computy,, ilized for two vital purposes. First, by excluding de-

ing, and mission-critical networks, such as the militargan o teq poor links the source can select high-performance
ISP networks, require hlgh assurance of network data del'v'routing paths to carry its traffic, thus eliminating the expo
ery. Howeverreal-world incidents [2, 7,9, 23, 32,52] and

studies [10, 16, 43, 59] reveal the existence of compromised
routers in ISP and enterprise networks, and demonstrate tha
current networks are surprisingly vulnerable to data-@lan
attacks: a compromised router or a dishonest transit ISP can
easily drop, delay, inject or modify packets on the forward-
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nential path exploration problem as depicted in Figure 1. Source Destination

Second, fault localization providdsrwarding account- 7 ) : -f.—.li 7 © .f I 7
ability which proves to be aecessaryomponent for en- S 1 il i o1 d
forcing contractual obligations between participatinge® . _

in a contractual networking service such as the Internet or Figure 2. An example path and notation.

wireless mesh networks, as demonstrated by Laskowski and
Chuang [33].

Unfortunately, existing fault localization protocols suf
fer from security efficiency andagility challenges in the

non-trivial probabilityto be detected. In this way, if a mali-
cious node modifies or injects more than a threshold number
. 2 . . of (e.g., tens of) packets, the malicious activity will caus
presence of strong adversaries.Jgcurity and efficiency: a detectable deviation on the counter values maintained at

Sophisticated attacks such as framing and collusmn_ at'different routers. EssentiallghortMAC traps an attacker
tacks and natural packet loss tend to break fault localiza-.

fonprofocos (., Fth 43, ODSBR 14] Watchers 19 ' 2 SIS .1e atacke it comege wore e
Audlt [10], Network Confessional [11], etc) or lead to ! ' y

. . from the network; otherwise, the damage is limited and thus
heavy-weight protocols (to prevent sophisticated attacks a quarantee on data-plane packet delivery is achieved
(i) Agility: In addition, recensecureandrelatively light- 9 P P y i

weight protocols [16, 59] leveraggacket samplingr flow (?ontributions. 1) We propose a data—p_lane fault. localiza-
fingerprintingto prevent packet modification attacks while tion protocolShort MAC that achieves high security assur-
reducing communication overhead. However, in addition to 21¢€ With 100 - 10000 times lower detection delay and stor-
high storage overhead, these techniques result in long de@9€ overhead than related work.

tection delays and require monitored paths to be long-lived 2) We derive a provable lower bound on successful end-to-
(e.g., after monitoring0® packets over the same path in gnd packet forwarding ratg, byl|m|t|ng adversarlql atied .
Statistical FLby Barak et al. [16]), which is impractical for ~ Instead of perfectly detecting every single maliciousaacti
networks with short-lived flows and agile routing paths. ~ Which would incur high protocol overhead.

In this paper, we proposghortMAC, an efficient fault 3) We theoretically derive the pelrformance bounds of
localization protocol to provide taeoretically proverguar-  SRortMAC and evaluat&hort MAC via SSFNet-based [6]

antee on end-to-endata-planepacket delivery even in the simulation and Linux/Click router implementation.
presence of sophisticated adversaries. More specifigaly,

aim to guarantee thagjven a correct routing infrastructure, 2  Problem Statement and Setting

a benign source node can quickly find a non-faulty path

along which a very high fraction of packets can be correctly  \we consider a general multi-hop network model where
delivered Our key insights are two-fold: routers relay packets betweesourcesand destinations
Insight 1. We first observe that localizing data-plane faults such as the ISP and enterprise networks. Throughout the
along a communication path can be reduced to monitoringpaper, we follow the notation as illustrated in Figure 2. We
packetcount(number of received packets) and packen- denote the routers in a path By, f, ..., fa—1, the desti-
tent (payload of received packets) at each router on thatnation byf,, and the link betweerf;_; and f; by /.

path. Furthermore, if packets can b#iciently authenti-

cated, packet count also becomes a verifiable measure 0.1  Adversary Model

packet content, because forged packets (with invalid con-

tents) will be dropped by the routers and manifest an ob-  The goal of an adversary who controls malicious routers

servable deviation in the packet count. Thus, routers canjs o sabotage data delivery at the forwarding path. In-
dramatically reduce storage overhead by storing counterssiead of considering an individual forwarding attack, we

instead of packet contents. seek a general way of defining malicious forwarding be-
Insight 2. We also observe that we can achieve a high havior. We identify packet dropping and packet injection
packet delivery guarantee via fault localization layit- as the two fundamental data-plane threats, while other data

ing the amount of malicious packet drops/modifications, in- plane attacks can be reduced to these two threats as follows:
stead of perfectly detectingach singlemalicious activity. (i) packet modification is equivalent to dropping the oragin
Furthermore, stronger-packetauthentication to achieve packet and injecting a fabricated packet, (ii) packet nepla
perfect detection okvery singlebogus packet is unnec- can be regarded as repeated packet injection, (iii) paeket d
essary forlimiting the adversary’s ability to modify/inject  lay can be treated as dropping the original packet and later
bogus packets. Instead, the source can use much shorténjecting it, and (iv) packet misrouting can be regarded as
packet-dependent random integrity bits as a weak authendropping packets along the original path and injecting them
ticator for each packet such that each forged packet has do the new path. A formal definition follows:



Definition 1 An (z,y)—Malicious Router is a router that  threshold T;,, (i.e., number of injected packets), a link
intentionally dropaup toa fractionx of the legitimate data is defined adaulty iff: (i) more thanTy,. fraction of pack-
packets from a sourcg to a destinatiory,;, and injectsup ets are dropped dnby f; in an epochor (ii) more thant;,,

to y spurious packets tfy;, pretending that the packets orig- packets are injected bf; in an epochopr (iii) the adjacent
inate fromS. The misbehavior spacef such a malicious  routerf; or f;;1 maked,; appear faulty in an epoch.

router comprises (i) dropping packets, (ii) injecting petsk

on any of its adjacent links which we cafialicious links When Ty, and T;,, are carefully set based on the prior
(non-malicious links are callebenign links), (ii) strategi- knowledge such that the natural packet loss and corruption
cally claiming arbitrary local state (e.g., number of paske are belowly, andT;,, respectively, a faulty link must be a
received) to its own advantage, or (iv) colluding with other malicious link.

malicious routers to perform the above attacks. o S
Definition 4 (N, ¢)—Data-plane Fault Localization is

Such a strong attacker model is not merely out of theoret- achieved iff: given an end-to-end communication patéf-
ical curiosities, but has been widely witnessed in practice ter adetection delayof sendingV packets, the source node
For example, outsider attackers have leveraged social ens of pathp can identify a specific faulty link along that path
gineering, phishing [7], and exploration of router softear  (if any) with false positive or negative rate less than
vulnerabilities [2, 9] and weak passwords [23] to compro-
mise ISP and enterprise routers [52]. Also, in a 2010 world- Definition 5 (2, #)—Guaranteed Forwarding Correct-
wide security survey [1], 61% of network operators ranked ness (Guaranteed Data-Plane Packet Delivery)is
infrastructure outages due to misconfigured routers, whichachieved iff: after exploring at mos$t paths, a source can
also fall under our attacker model, as the No. 2 security find anon-faulty path (if any) along which all routers have
threat. correctly forwarded at leagt fraction of the source’s data

Furthermore, we assume that an adversary knows thepackets sent along the pathfa
cryptographic keys of controlled routers, and can eavesdro
and perform traffic analysis anywhere in the network. The  To achieve a guaranteddwe need tdound(not neces-
protocol parameters are public; as a consequence, the-advesarily eliminatg the adversary’s ability to drop packets and
sary may attempt to bias the measurement results to evadio inject packets so that if the adversary drops more than
detection or frame honest links. However, the adversary percent of packets or injectsbogus packets, it will be de-
cannot control the natural packet loss rate on the linksdn th tected with a high probability. A formal definition follows.
path, because this would constitute a physical-layer lattac
which can be dealt with through physical-layer protections Definition 6 For an epoch with a sufficiently large number
We consider attackers with polynomially bounded compu- of data packets by a sourdey, 3)s—Forwarding Security
tational power which cannot break cryptographic schemes,is achieved iff two conditions are simultaneously satisfied

e.g., encryption or Message Authentication Codes (MAC). 1 (Low False Negative RataVhen the adversary drops
more thana percent of the data packets on a single link,
or injects more thar fake packets on a single link, the
o source will detect at least one of the malicious links under
Our paper focuses on providing data-plane fault local- {4 adversary’s control with probability at ledst- 4
ization for a lower-bound guarantee on data-plane packet N N )
delivery. In this section, we define communication epochs, 2- (Low False Positive Rajelhe probability of falsely in-
detection thresholds, faulty links, and finally we formaliz ~ Criminating at least one benign link is at mast

fault localization.

2.2 Problem Statement

2.3 Scope and Assumptions
Definition 2 An end-to-end communication is composed

of a set of consecutivepocts. An epoctfor an end-to-end Since we focus on data-plane security at the network
pathis defined as the duration of transmit’_[ing_a sequence Oflayer, we assume the following network control-plane and
N data packets by a sourcetoward a destinatiorf; along - jink-layer mechanisms, each of which represents a separate
that path. The epochs aesynchronousamong different  jing of research orthogonal to ours. (i) We can borrow exist-
paths. ing secure routing protocols [24, 27,45, 58] by which nodes

can learn the genuine network topology and the source can
know the outgoing path. (ii) We assume secure neighbor
identification so that a node upon receiving a packet knows
Definition 3 Given adrop detection threshold Ty, (i.e., which neighbor sends that packet, which can be achieved
fraction of dropped packets) and amection detection via link-layer authentication. (iii) In addition, when robe,

The introduction of epochs facilitates detection and fdrma
analysis as we show later.



a source nodé can set up a shared secret kiy; with At the beginning of each epoch denotedday a source
router f; using a well-studied key exchange protocol, e.g., nodesS selects a patl and starts sending packets algng
Diffie-Hellman as in Passport [36]. This symmetric key with each packet carrying severghort MAC authentica-
exchange happens very infrequently thus representing onlytion bits. The routers verify the authentication bits inteac

a one-time cost. Barak et al. [16] has proved that such areceived packet based on the symmetric key shared with the
shared secret isecessaryor any securefault localization source node, increment locally stored countergfaccord-

protocol via path monitoring. ingly, and forward only the authentic packets. Due to the
ShortMAC authentication bits, modified/injected packets
3 ShortMAC Overview can result in an observable deviation in the counter values

which enable fault localization by the source at the end of

We highlight the challenges of a secure fault localization ©ach epoch. _
protocol design, and then present our key ideas. At the end of each epodh,, the sourceS retrieves the
counter reports from all routers and the destinatiop far

e, vVia a secure channel as Section 4 will descrifehen
performs fault detection based on the retrieved counters,
and bypasses the detected faulty link (if any) by finding
another path excluding the identified faulty link (e.g., via
source routing, path splicing [44], pathlet routing [211, 0

Challenge 1: Sophisticated packet modification attacks.

In Fatih [43], WATCHERS [18, 25], and Audlt [10], each
router records draffic summarybased on counters or
Bloom Filters [17], which are updated witip secret keys
for the packets the router forwards, and periodically ex-
e o s i oy e SCION fouting 56, The detecton el ny s by
the data packets, these schemes suffer from packet modifi:S itself for sglectmg Its own rogtln_g paths, ”?Stead of b_e-
cation attacks. For example in Audlt [10], each router sim- ing shared with other nodes which is susceptible to framing
ply counts the number of packets it received for a certain attacks. )

path, and periodically sends the counter to the source node AIthough the hlgh-leveleppch-basedprotocol flow

of the path for packet loss detection. However, malicious (nodes periodically send certain locally logged traffic sum

packet modification cannot be detected based only on themaries to the source_) pears gre_at similarity with Fatih,[43]
packet counts. Even when Bloom Filters are used [43] to Audlt [10], and Statistical FL with sketch [16], both Fatih

reflect the packet contents, a malicious router can still tac 21d Audit use simple counters or Bloom Filters without
tically modify packets without affecting the Bloom Filter !<eyedhash functions as the trgfflc summaries, thus remain-
image (since Bloom Filters may not be collision-resistent) ing vulnerable to packet modification/injection attacks. |
Chall 2 Colludi ttacks. Routers i th addition, the sketch-based packet fingerprints used ifsStat
emalg‘”‘;?ﬁo .b ?1: ”Irrﬁoiitgfins.toogeet(r;:tmaaclf; derlri1\?eyr tical FL consume several hundreds of bytesseach path
faur: tg redupce):he cr:)ommunicatigon overhea% of sendin t{]eln contrastShortMAC efficiently tackles packet modifica-
traffic summaries back to the source. For example ingFig tion attacks with only several-byte counters as shown helow

ure 2, each routef; asks for the traffic summaries (e.g.,
aknowledgementg)nly fromthe 2-hop neighbof; . - in the
path, and accusesif f; does not receive the correct traf-
fic summaries. In this approach howeverfifis colluding Our approach is to turn packet count into a reliable mea-
with f;,; and does not accuse,, even if f; does notre-  sure of packet content so that routers only need to store
ceive the correct traffic summaries frofn_,, thenf, | can space-efficient counters. To this end, the integrity of the
safely drop packets without being detected. Watchdog [41], source’s data packets must be ensured in order to detect
Catch [40] and the proposal due to Liu et al. [34] are vul- malicious packet modification during the forwarding path;

3.2 ShortMAC Packet Authentication

nerable to similar colluding attacks. otherwise, a malicious router can always perform packet
modification attacks without affecting the counter values,
3.1 ShortMAC High-level Protocol Steps or inject bogus packets on behalf of the source to manip-

ulate the counter values of the reporting routers. Hence,

To address the above challeng8aprtMAC monitors we reduce the problem to how the source node can authen-
both the packetountandcontentat each hop. Specifically, ticate its packets to all the routers in the path. However,
a router maintains per-path counters to record the numbeitraditional broadcast authentication schemes provida hig
of received data packets originated from the source in theauthenticity for everginglemessage, which is neither nec-
current epoch. To ensure that the packet count is a verifiableessary nor practical in our setting where the messages are
measure of the desired monitoring task, we require that bothline-rate packets:
packet modification and injection by malicious (colluding) 1) Not practical: On one hand, perfectly ensuring the
routers affect counter values at benign nodes. authenticity ofevery singledata packet introduces high



overhead in a high-speed network. For example, digital key shared withyf;, f>, f3, and the destination, respectively.
signatures or one-time signatures for per-packet authenti Then the source attaches the resulting four 2-bit MACs to
cation is either computationally expensive or bandwidth- each packet.

exhaustive, and using amortized signatures would eitllerfa ~ Among the 1000 packets, suppose three packets are
in the presence of packet loss or incur high communica- spontaneously dropped on the first link, and routere-

tion overhead [38]. Attaching a Message Authentication ceives the remaining 997 packetg; computes the PRF
Code (MAC) for each node along the path (as is used byon each of the received packets taking as input the epoch
Avramopoulos et al. [12]) is too bandwidth-expensive (e.g. symmetric key shared with the source, and compares the re-
reserving a 160-bit MAC space for each hop). In addition, sulting 2-bit MACs with the one embedded in each packet.
TESLA authentication [48] would require time synchro- All verifications are successful, s hasC?>°? = 997
nization and routers to cache the received packets until theand C?*? = 0. Suppose the malicious routgs drops
authentication key is later disclosed (longer than the end-100 good packets and injects 100 malicious packets. For
to-end path latency). Finally, some recently proposedimult each injected packetfs needs to forge 2-bit MACs for
cast/broadcast authentication schemes still requird@d®ns  both f; and the destination that “authenticate” the fabri-
able communication overhead (e.g., up to hundreds of bytescated data content. However, sinfedoes not know the
per packet [39]) or multiple rounds for authenticating ames corresponding epoch symmetric keys ff and the des-
sage [19]. tination, fo can only guess the 2-bit MACs for its in-
2) Not necessaryon the other hand, as we aimlimit the jected packets. Since the 2-bit MACs produced by the
damage the adversary can inflict for a lower-bound guar- PRF are indistinguishable from random bifs, can cor-
antee on data-plane packet delivery, perfect per-packet aurectly guess each 2-bit MAC with probability. Since
thenticity is not necessary. Instead, our goal only reguire f2 must guess two correct MACs, each forged packet will
the authenticity of a large fraction of data packets. be accepted by the destination with probabilffy. Sup-
pose next that 26 of the 100 2-bit MACs that forged

for f3 happen to be valid with respect to the the malicious
data content.f; thus computeg%? = 100 — 26 = 74

ShortMAC approach. Based on these observations, we
proposeshortMAC, a light-weight scheme trading per-hop
overhead with the adversary’s ability to forge only a few Jood o
(e.g., tens of) packets. More specificallySihortMAC, the ~ @nd €57 = 997 — 100 (dropped legitimate packets)-
source attaches to each packéthit random noncecalled 26 (bogus but undetected packets) 923. Similarly, we

k-bit MAC, for each node on the path, where the parametercan Qnalyze the counters fqr the destination in Figure 3, as-
k is significantly less than the length of a typical MAC (e.g., SYMING 7 out of the_ 26 recelved bogus packets_happen to be
k = 2). To construct thé-bit MAC for f;, the sources uses consistent with their 2-bit MACs at the destination.

a Pseudo-Random Function (PRF) which construétsa L

string as a function of the packet and keyk,; shared 3-4 Fault Localization and Guaranteed/

betweenS and f;. We rely on the result that the outpks#

bit MAC is indistinguishable from a randoibit string to At the end of each epoch, routers and the destination re-
any observer without the secret kﬁyﬂ [42] Each router pOI’t their counter values to the source using a secure trans-
/i maintains two path-specific counte¢§’°* and Ce? mission approach (detailed in Section 4). The source can

to record the numbers of received packets along that pathidentify excessive packet drops betwegn and /i, if

with correct and incorredt-bit MACs, respectively, in the ~ the C7; value of f,,.1 is abnormally lower than that of
current epoch. Such a scheme considerably reduces comim based on the drop detection thresh@ld that is care-
munication overhead compared to attaching entire MACs fully set based on the customized acceptable per-link drop
while retaining high security assurance and communicationfate. Moreover, this scheme can successfully bound the to-

throughput, as shown later. tal number of spurious packets with fabricatethit MACs
3.3 ShortMAC Example C9°0d = 997 Ccgool =« 9o — 923 C9°°% = 904
send CP?*4 =0 chad = cted =74 Ched =19
1000 pkts

We present a toy example in Figure 3 to provide intu-
ition on howShortMAC enables data-plane fault localiza-

Source : 11 1 fo fa ! Destination
tion. Suppose the source node sends out 1000 packets in a ' naturally  drop 100 pkts * naturally
certain epoch. The source uses a PRF taking a secret key Ydrop 3 pkts Yinject 100 pkts Ydrop 2 pkts
as input which can map a packet into two bits (called 2-
bit MAC) uniformly at random to anyone without knowl- Figure 3. Fault localization example with

edge of the secret key. The source computes the PRF four ShortMAC using 2-bit MAC. f5 is malicious.
times for each packet, taking as input the epoch symmetric



that the adversary can inject, because at least one of the TTL = 64 TTL=2 TTL=1 idropducto
downstream recipient routers will detect the inconsistenc WTTE =2 WTTL=1 W©TTL=0:TTL~0
of the k-bit MACs with a non-trivial probability, thus hav-

ing a non-zeraC%*? value. For example in Figure 3, al-  source A I fs Destination
though f, can claim any values for its own counters, no maliciously detects badly

matter what valueg, claims, the source can notice exces- modifies M3 increase<’}"

sive packet loss and a large number of fake packets either

betweenf; and f», or f» and f5. Hence one off,’s mali- Figqr_e 4. lllustration of framing attacks. fiis
cious links will be detected by the source. malicious.

Once the sourck bypasses all malicious links identified
by ShortMAC, S can find a working path with no excessive
packet corruption at any link, thus achieving a guaranteedpe guessed correctly with probability no larger thﬁnby
successful forwarding rate With secure fault localization,  anyone without the secret kdy.; [42]. In addition,

a source can find a working path after exploring at most 1) IP,
Q) paths, wherd? is the number of malicious links in the
network. In contrast, with only end-to-end path monitoring
a source may explore a number of paths exponentidlds
we showed in Section 1.

nvar denotes the invariant portion of the original 1P
packet that should not be changed at each router during for-
warding, including the packet payload and IP headers ex-
cluding variable fields such d9L, Recor dRout e IP op-
tion, Ti mest anp IP option etc. If these invariant fields
are unexpectedly changed during forwarding, each down-
4 ShortMAC Detalils stream router can detect inconsistency between the (mod-
ified) packet and embeddédbit MAC with a non-trivial
In this section we describe thhortMAC protocol in  probability1 — 5 and thus increase its**? counter.
detail, where the source can either guarantee that a highp) 771, denotes the expected TTL value at routewith-
fraction of its data has been correctly forwarded if no ma- out authenticating this field in thie-bit MAC, a malicious
licious activities are detected, or can bypass the faullgsli  router can strategically lower the TTL field to cause packet
and find a working path after exploring a number of paths drop at a remote downstream router due to zero TTL value,
linear to the number of faulty links.In the following, we  thus performing framing attacks. For example in Figure 4,
first formalize theShort MAC packet format and then detail  if M, in Eq.(2) had not authenticated the TTL fiell,can

the protocol. maliciously change the TTL value in the packets to 2, in-
stead of decrementing it by 1. This causes the packets to be
4.1 ShortMAC Packet Format dropped affs, thus framing the link betweefy and fs.

3) M, also authenticates the downstreavty 1, ..., Mg,
A source nodeS adds a trailer to each data packet it s that if a malicious routef,,, changes any of these down-
sends: streamk-bit MACs, f; can observe the inconsistency/in;
trailer = (SN, My, ..., M), (M with a probabilityl — - and increase it6’?*¢ value. Oth-
where SN is a per-pathsequence number to make each erwise, the protocol is vulnerable to framing attacks. For
packet unique along the same path to prevent packet replagxample in Figure 4, ii\; in Eq.(2) had not authenticated
attacks, and\; denotes the:-bit MAC computed forf;, the downstreant—bit MAC field, f; can maliciously mod-
which is constructed in a recursive way starting frggm ify M3 inthe packets which causgsto detect inconsistent
M3 with a non-trivial probability and increasg}*?, thus

Ma — PRF¥, (I Pinvar||SN||TTLa) framing the link betweerf, and f;.

Mdfl — PRFKS(d,U (IPinvar|‘SNHTTLdleMd)

...... 4.2 Protocol Details
M; — PRFx,,(IPipyar||SN||TTLi||Mis1]| . . . || Ma)
(2 Formally,ShortMAC consists of Request, Report, Iden-

. tify, Bypass and Send stages, described as follows.
where ‘{|” denotes concatenation aliRFx_,(-) denotes . Byp g

a PRF keyed by the symmetric kd¥,; shared betwees Stage 1: Request with hop—by—hop reliablle transmission
andf;. As previously discussed, the output of this PRF can At the end of each epoeh (i.e., after sending every data
_ o packets), the sourcé will send a request packet, denoted
11t has been proved that forwarding fault localization poois proto-

cols can only identify faulty links, rather than identifgithe nodes [16]. by r e_queSt N (S’ p_), along the patlp = (fl’ o fd)
However, given that a malicious node has a limited degree, affassing used in epocte,. Thisrequest asks each routef; and

all its malicious links the source can eventually bypassttbee. the destinatioryf, to report their counter value€{** and




Cf""d) along the reverse of paghh ThenS expects these  Onion ACK, the source can receive the correct reports from

counter reports in AcknowledgmerACK) packets from all fi,---, fm—1 but not fromf,,, ..., f4; hence one off,,’s
the nodes irp containing the requested information authen- links will be pinpointed by the source node, in the identify
ticated with each node’& ;. stage described below.

Note that a spontaneous lossr&quest or ACK pack- After sending the local reports, each routgrresets

ets will preventS from learning the counter values by cer- CfOOd andC?*? to zero, to be used for the next epoch along
tain routers in the previous epoch. To preclude such dam-pathp (if p is still used).
age, we use the followingop-by-hop reliable transmis- Stage 3: Identify

2&: ag’ifgcthd ;’t\/sh?]fé? fﬁkr)\g?;_dfrg;hﬁr atoef ltji?nsets o(rean Upon receiving an OnioACK A, from fi, S first iteratively
P g ! P 9 retrievesA;, Ao, ... in order, until it either completes at

r = 5) until it gets a confirmation from the neighbor. In . i 3 . .
. ; . d or fails atj (j # d).° When the check fails at (j #
this way, the failure of receivingraequest or ACK packet d), S will immediately identifyZ; as faulty due to the use

can only indicate malicious drops — more precisely, with the of reliable hop-by-hop transmission and Onion ACK. For

probability of 1 = p’, wherep is the natural loss rate of a example, ifS receives no report it will identify; as fault
link. Then thanks to the Onion ACK approach presented (= 8 ' P ! y

below, the source can immediately identify a malicious link . . S
that drops or modifiesequest or ACK packets; hence the n ?fdd'tlon’sgfﬁraas}z“ -5 Ry I turr{:av;/hlch |.nclude
request packets do not need to be authenticated by the the C7*¢ andC7”™" values. A non-zer@;*® implies the

source as we show below. existence of malicious packet injection betwegrand S.
_ _ However, S cannot blamé; simply wheneveiC?e¢ > 0,
Stage 2: Report with Onion ACK _ say,Ct*? = 1. A possible scenario is that a malicious node
Upon receiving a equest , f; starts a timer whose value ¢ injects a fake packet, but thiebit MAC intended for
is the maximum round trip tlmg fronyi to the destinatioR. i1 “happens” to be consistent with the fake packet at be-
At the same timef; constructs its local repoR;: nign nodef;_, (e.g., whenk = 2, this can happen with
R = (fup, Cgood7cfmd) 3) probability 0.25). In this casef;_; will forward the fake
' packet whichf; may detect and thus increaég®?. Sim-
where f; is the node idp is the requested path, aﬁsz’od ilarly, due to natural packet loss$, cannot simply accuse

. H ood ood
and C? are the counter values from the previous epoch. link I; whenC7**® < C7°7%. Therefore, we leverage two
Each router find<?°°® and C*¢ corresponding to path detection threshold%;,, andT,,., whereT;,, is the injec-
based on the sourf:e and desztination IDg (BSSUMINg sin- tion detection threshold for the number of injected packets
gle path routing). Once the report is constructed: on each link, andl’y, is the drop detection threshold for
the fraction of dropped packets on each link. As we will

show in Section 6, these thresholds reduce false positives
while limiting the adversary’s ability to corrupt packetsda
ensuring a lower bound on the successful packet forward-
ing rate. The detection thresholds are used in two detection
Ai = (Ri, Aig1, Hi,, (Ri|Ai1)), @) procedures:
s . . bad bad

Hpg_,(-) denotes a message authentication code compute )bii,le(:k mjection: 5 CheCkfuT e extracted, ’CQ. P

Sei vad yaluesin order. If C?*¢ > T, for somei, then
with K;. Then, f; forwards.A; to f;_; towardsS. J, . ¢ L

' S identifies/; as faulty and theheck-injection procedure

Case 2If f; receives noACK packet fromf;; before the  giops,
timer expires,f; will initiate a newACK with its local report
and send it tof; ;.

Case 1If f; receives amhCK A, from neighborf;; 1 be-
fore the timer expiresf; further commitsR; into a new
ACK A; by combining the received, ; via anOnion ACK
approach:

2) check-dropping: If no fault is detected bycheck-

s : ood ood
The OnionACK prevents the adversary froselectively IHJ?)SEIOH, s fl_thher checks (EDde extracte””, ngo g
dropping ther equest or the reports of a certain routgr ~ C5 . valuesin order. If C7°*% < (1 —Ty,) - G727 (with
and framing a benign link; [59]. In Onion ACK, all the C¢°°* — N) holds for certaini, thens identifiesl; as faulty
reports arecombinedandauthenticatedn one ACK packet  and thecheck-dropping procedure terminates.
gt each hqp so that a maligiqus node can.only drop or mOd'Stage 4: Bypass and Send
ify the onion report from itdmmediateneighbors. Intu-

L . o ) If Stage 2 outputs any malicious link,, S selects a new
itively, if f,, drops or modifies the receivecequest or

path excluding the previously detected malicious links and
2We can expect a reasonable upper bound of link latency ingheni  S€Nds its packets witBhortMAC authentication shown

cases, which can be used to compute the maximum round trip tinoedacc
ing to the hop count fronf; to the destination. Avramopolous et al. [12] 35 can verify if a certain retrieved repoR;; is valid by checking the
firstintroduced the use of such a timer. embedded message integrity cddg _, (Ri||Aiy1)-




in Eq.(2). Each nod¢g; examines its correspondirighbit
MAC M in each packet to increag/°** or C**¢ accord-
ingly. In addition, each router remembers the last qesn

preventShort MAC from traffic analysis attacksvheref,,
attempts to find out the correétbit MAC of a packetm
by re-sendingn with different k-bit MACs and observing

path SN embedded in the packets as shown in Eq.(1), andwhether the next-ho,,,,, forwards the packet. Such traf-

discards packets with oldéfN in that path.

5 Security Analysis

This section discusseShortMAC’s security against

fic analysis is ineffective becaugg,,; can detect packets
with the sameSN and each packet is unique due to the
use of the per-patl§ N, and thusf,, cannot send the same
packetm with only thek-bit MAC changed.

DoS attacks.A malicious routerf,,, may launch bandwidth
Denial-of-Service (DoS) attacks by generating an excessiv

data-plane attacks by malicious routers. Section 6 pro-amount of packets. However, this attack can be reduced

vides theoretical proofs ofhort MAC’s security. In our

to a packet injection attack and will be reflectedd@{, .

adversary model, a malicious router can drop and inject o malicious router may also attempt to open many bogus

data packets, equest s andACKs, and can send arbitrary
counter values in its reports. We show tR&abrtMAC is
secure against a single malicious router (gay) as well as
multiple colluding nodes.

Corrupting data packets. Dropping legitimate data pack-
ets by f,, will cause a discrepancy of the counter values
betweenf,,, and its neighbors. For example fif, correctly
reportsC22°?, thenC92°? — C9°7¢ will exhibit a large dis-
crepancy; iff,, reports a lowet’9°°¢, thenC¥°°4 — Cgo0d
will exhibit a large discrepancy. Hence, eitligr_; or [,,
will become suspicious. Moreover, ff,, injects/modifies
packets, M,,, .1 will be inconsistent atf,,,; with high
probability and cause a non-zefy?{,. Hence, both drop-

flows with spoofed sources to exhaust other routers’ state.
We can borrow existing work to provide source accountabil-
ity and reliable flow/path identification [8, 56]. Also note
that in our adversary model we consider malicioosters
which threaten the communication between benign hosts.
We do not consider DDoS attacks launched by malicious
hosts (botnets), which other researchers have strived-to de
fend against [35, 37,56]. Hence in our problem setting, a
link under DDoS attacks thus exhibiting high loss rate is
simply considered a faulty link under our adversary model.
Meanwhile, the path setup phasesimort M AC can be nat-
urally integrated with capability schemes [56] for DDoS
limiting, and the per-path counters may also be used for per-

ping and injection attacks can be detected as long as thepath rate limiting.

source can learn the correct counter values inNQi€ pack-
ets sent by the nodes betwegp and the destination, which
is described next.

Corrupting ACKs or r equest s. Since ther equest s
are not authenticated hy, f,, can modify the content of

request s (such as the source ID and the path); however,

this will result in S failing to receive the correct counter re-
ports from f,,+1 (Or f,) , ..., fa in p, thus causind,,+1

or [, to be detected.f,, cannot selectively drop th&CK
reports due to the use of Oni&CK. Instead,f,,, can only
drop theACKs orr equest s from itsimmediateneighbors,
which will again harm its incident links.

Replay, reorder, and traffic analysis attacks.To prevent

replay and reorder attacks, each packet contains a per-pat

sequence numbe$S N in Eq.(1) and each router discards
packets with oldeS N's. Hence, the replayed and reordered

packets will be dropped at the next-hop benign node with-
out influencing the counter values of benign nodes. Note

that becausBhortMAC runs on a per-path basis and &/’
is a per-pathsequence number providing natural isolation
across different paths, packetlong the same patare ex-

Collusion attacks.Each of the colluding routers can com-
mit any of the misbehavior discussed above. We can prove
by induction that in any case, one of the malicious links of
one of the colluding nodes is guaranteed to be detected. A
proof sketch is given below.

Consider the base case where two nodgsand f,,./
(m < m’) collude. Without loss of generality:

1) When f,,, and f,,,» are not adjacent (i.emp’ > m + 1),

the security analysis in Section 5 appliesfip and one of
fm's malicious links will become suspicious ff,, misbe-
haves. This is because ff, commits the above attacks,
such misbehavior will be reflected in the benign neighbor
r;]‘er's counters which cannot be biased py:.

F
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pected to maintain the same order during forwarding asthey  Figure 5. Security against colluding nodes —
were sent by the source in benign cases. On the other hand, one base case with two adjacent colluding

if f,, falsely reports a larg&' N, f,,+1 will drop the sub-
sequent packets arig, will be identified as malicious due
to its high packet drop rate. Moreover, the per-p&affi can

nodes f,, and f,,+1 forming a virtual mali-
cious node F,,.



2) When f,,, and f,,,, are adjacentr(’ m + 1), these
two nodes can be regarded as one single “virtual” malicious
nodeF,, with neighborsf,,_1 andf,,,2, as shown in Fig-
ure 5. (i) If f,,, or fi,,+1 drops packets, a discrepancy will
exist betweerC?°* and C%°4, no matter what values of
C9eod and C9°7 F,, claims. (i) If fo, of fn41 injects
packets,C,b,‘jjr‘2 will become non-zero and makg,; sus-
picious. In any case, an adjacent link Bf, (a malicious
link) will become suspicious.

In the general case with colluding nodes, we can first
group adjacent colluding nodes into virtual malicious reode
as in Figure 5, resulting in non-adjacent malicious nodes
(including virtual malicious nodes). Then we can show

non-adjacent malicious nodes can be detected based on thg s the path length ang =

above analysis.
Despite colluding attackers cannot corrupt packets more

sampling or approximation techniques for packet finger-
printing, both of which waste entropy contained in cer-
tain packet transmissions, thus resulting in long detactio
delay (e.g., the transmission results of non-sampled pack-
ets will not contribute to the detection phase). In con-
trast, Short MAC counts every packet transmission thus
achieving much faster detection rate. In additisacure
packet sampling requires additional packet buffering ,[59]
and packet fingerprint takes considerable memory [16].

Lemma 1 Injection Detection: Given the bound on de-
tection false negative and false positive rates, the imgect
2d
detection threshold’;,, can be set td},, 21247, where
2271 is the probability that
a fake packet will be inconsistent with the associdteult
MAC. The number of fake packetsan adversary can in-

than the same thresholds as an individual attacker on anyject on one of its malicious links without being detected is

singlelink, they can choose to distribute packet dropping
across multiple links. In this case, the total packet drao@ ra
by colluding attackers increases (and is still bounded) lin
early to the number of malicious links in the same path, as
analyzed in Section 6.

6 Theoretical Results and Comparison

We prove thg N, §)—data-plane fault localization (Def-
inition 4) and(«, 3)s—forwarding security oShortMAC
(Definition 6), which in turn yield the&—guaranteed for-
warding correctness (Definition 5). Proofs of the lemmas
and theorems are provided in Appendix A.

Comparison of theoretical results.Before presenting the
theorems, we first summarize and compgliert MAC the-
oretical results with two recent proposals, PAAI-1 [59] and
Stat. FL [16] (including two approaches denoted38&nd
sketch. Table 1 presents the numeric figures using an exam-
ple parameter setting for intuitive illustration, whif@ort-
MAC presents similarly distinct advantages in other param-
eter settings. In this example scenario shown in the table,
the guaranteed data-plane packet delivery ratfo=s92%.
The communication overhead for a routerSimort MAC is
1 extraACK for every3.8 x 10* data packets in an epoch;
the marking cost is 10 bits for the 2-bit MACs in a path
with 5 hops, and the per-path state at each router is 21 byte
(16-byte symmetric key, 2-byt€9°°¢, 1-byteC**?, and 2-
byte per-pathSN). Though Barak et al. proved the ne-
cessityof per-path state for aecurefault localization pro-
tocol [16], such aminimal per-path state i$hortMAC is
viable for both intra-domain networks with tens of thou-
sands of routers and the Internet AS-level routing among
currently tens of thousands of ASes.

We provide the intuition foiShort MAC’s distinct ad-
vantages. PAAI-1 or Stat. FL used either low-rate packet

2
(In2) +8¢Tinn 2 +1n 2

limited to: 3 = T + i

In Lemma 2, we deriveV, the number of data packets
a source needs to send in one epoch to bound the detection
false positive and false negative rates befovidue to natu-
ral packet loss, a network operator first sets an expectation
based on her domain knowledge such that any benign link
in normal condition should spontaneously drop less than
fraction of packets. We first describe how the drop detection
thresholdTy, is set whenN andé are given. Intuitively,
by sending more data packets (largé), the observedoer-
link drop rate can approach more closelyaigpectedialue,
which is less tham; otherwise, with a smalleN, the ob-
served per-link drop rate can deviate further away frgm
and the drop detection threshdly, has to tolerate a larger
deviation (thus being very loose) in order to limit the false
positive rate below the giveh On the other hand, a small
N is desired foffast fault localization We defineDetection
Delay to be the minimum value oW given the required.

Lemma 2 Dropping Detection and (JV, d)- Fault Local-

ization: Given the bound on detection false positive and

negative rates and drop detection thresh@lg, the detec-
2d

tion delayN is given by: N = 1“(27) 7, Where

Q(Tdrfp) (1*Tdr)

d is the path length. Correspondingly, the fraction of pack-

Rtsa an adversary can drop on one of its malicious links

without being detected is limited to: = 1 — (1 — Ty,.)? +
B
N(—Ta)?"
In practice, Ty, can be chosen according to the expected

upper bound of a “reasonable” normal link loss rate such
that a drop rate abovE,,. is regarded as “excessively lossy”.

Theorem 1 Forwarding Security and Correctness.
Given Ty., 4§, and path lengthd, we can achieve



] Protocol | ShortMAC | PAAI-1L | SSS | Sketch |

Detect. Delay(pkt) | 3.8 x 10* [ 7.1 x 10° | 1.6 x 10 | ~ 10°

Comm.(extra %) <107° 1 1 <107°
Marking Cost(bytes) 2 0 0 0
Per-path Statgbytes) 21 2x10° 4%x10° | ~500

Table 1. Theoretical comparison with PAAI-1 [59] and Stat. F L [16] (including two approaches  SSS
and sketch). Note that the details of sketchare not provided in the published paper [16], and the full
version of [16] does not present the explicit bounds on detec tion delay. The above figures for  sketch
are estimated from their earlier work [?]. In this example sc enario, d=5,9 = 1%, p = 0.5%, Ty, = 1.5%,
a symmetric key is 16 bytes, and  ShortMAC uses 2-bit MACs. PAAI-1 specific parameters include the
“packet sampling rate” set to 0.01, the end-to-end latency s et to 25 ms, the source’s sending rate set

to 10° packets per second, each packet hash is 128 bits.

(«, B)s—forwarding security wherev is given by Lemma 2  complement the theoretical results derived inluest case
and 8 is given by Lemma 1. We also achieie, 0)- scenario (due to multiple mathematical relaxations such as
Guaranteed forwarding correctness witR equal to Hoeffding inequality) and constant dropping/injectiotesa
the number of malicious links in the network, and

0= (1—Ty)! — % whereN is derived from Lemma 2 Evaluation scenario and attack pattern. Since Short-

MAC provides a natural isolation across paths due to
its per-path state, our evaluation focuses on a single
path. Specifically, we present the result of a 6-hop path
(routersfi, fo, f3, f1, f5 and the destinatiorfs) since our
o ) ) experiment yields the same observation with other path
1) The communication overhead is th_e fraction of extra lengths. We simulate both an (dependent packet cor-
packets each router needs to transmit. ruption pattern where a malicious node drops/injects each
2) The marking cost is the number of extra bits a source packet independently with a certain drop/injection ratel a
needs to embed into each data packet. (i) random-period packet corruptiopattern where the be-

3) The per-path state is defined as the per-path extra bits Nign (non-attack) period;, and attack period;, (when the

that a router stores for the security protocofast memory ~ Mmalicious node drops/modifieall legitimate packets) are
needed foper-packeprocessing. activated in turns. The durations for both periods are ran-

domly generated. For both attack patterns, we control the
Theorem 2 Overhead: For each router, the communica- averagepacket drop/injection rates and observe that both
tion overhead is one packet for each epoctivodlata pack-  attack patterns yield similar observations. Hence, inthe f

In Theorem 2, we analyze the protocol overhead with the
following three metrics (we further analyze ttreoughput
andlatencyin Section 8 via real-field testing):

ets. The marking cost is d bits for thek-bit MACs wherel lowing experiment, we only show the results for the inde-
is the path length. The per-path state comprises lgng- pendent packet corruption pattern. Also, we infuse natural
bit C9°°¢ counter, ondg -bit C**¢ counter, ondg N-bit packet loss rate for each link to simulate natural packet
last-seen per-pat§ N, and one epoch symmetric key. loss, which is not provided by SSFNet. As Section 5 elab-
oratesShortMAC security against colluding attacks, we
7 SSFENet-based Evaluation only show the representative results for a single malicious

node f3. For each simulation setting, we run the simulation

» ] ) 1000 times and present the average results.
In addition to analyzing the theoretical performance,

we implementShortMAC prototype on the SSFNet sim-  Against various dropping attacks.Figure 6(a) depicts the
ulator [6] to study the detection delay and security of detection delayV and error rate$ with per-link natural
ShortMAC. Section 8 further investigateéShortMAC's loss ratep as0.5%, drop detection thresholdy, as1%,
throughput and latency. These experimental results peovid and a stealthy malicious drop rate 2. We see that even
average-cas@erformance with various attack strategies to against stealthy dropping attacks with a dropping ratewas lo
Z . _ _ as 2% ShortMAC can successfully localize a faulty link in
The buffering space needed for the Onion-ACK constiuctién o - 9 packets with an error rate < 1%, which is orders
report messages iShortMAC is not a major concern, as the Onion- . .
ACK is computed only once every epoch, which can be bufferedfinhip of magthdeS. faster than th? Wor_St'C&S(a theore_ucal bound
storage. (Lemma2). Figure 6(b) depicts different detection delays
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Figure 6. In this set of simulations,  f3 is the malicious router performing attacks. The parameter a re
set as follows: (a) The malicious drop rate is 2%, Ty = 1%, and natural drop rate p = 0.5%. (b) The
malicious drop rate is 2%, and Ty, = 1%. (c) The malicious injection rate is 2% using 2-bit MACs,
natural loss rate p = 0.5%, and T, = 1%. (d) “drop p inject ¢" denotes the use of p% dropping rate
and ¢% injection rate at  f5.

with different natural packet loss rates, demonstratirag th any advantage (and actually can only harm itself) by inject-
larger|Tq, — p| yields higher detection accuracy and lower ing bogus packets in attempt to bias the counter values.
detection delay.

Variance due to different malicious node positionsTo in-
vestigate the influence of the position of the malicious node
we consider a path with 6 forwarding nodgs f, ..., fs

and place the malicious node at each position (1 to 6) in
turn. We limit the error rate< 1% and obtain the corre-
sponding detection delays. Figure 8 shows one represen-
tative scenario where both dropping and injection rates are
5%. We can see that (i) the dropping detection delay in-
creases linearly when the malicious node is farther away
from the source. This is because in eortMAC detec-
Against combined attacks.Figure 6(d) shows how the tion process, the source always inspects the closer lirdts fir
combinations of dropping and injection attack strategies ( and stops once the first “faulty” link is detected. The FP rate
our setting, dropping/injection rates are chosen betéen  thusincreases when more links exist between the source and
—5%) influence the protocol. We observe that the detection the malicious node due to natural packet loss on each link.
delay is mainly determined by the dropping detection pro- (ii) In contrast, the injection detection delay exhibittld
cess, which is much slower than the injection detection pro- variance (cannot be seen from the figure as the detection
cess. This also indicates that a malicious node cannot gairdelay is determined by the dropping detection), which can

Against various injection attacks. Figure 6(c) shows the
results whenfs injects packets at 8% rate (relative to
the legitimate packet sending rate). It shows that the error
rates stay below 1% in a few hundred packets, indicating
that even with 2-bit MACs, an adversary can only inject up
to around ten packets without being detected. We further
investigate the effects of using different lengthskiofbit
MACSs, and Figure 7 shows that the detection delay and er-
ror rate dramatically diminish dsincreases.
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8 Linux Prototype and Evaluation

We implemenShort MAC source and destination nodes
as user-space processes running on Ubuntu 10.04 32-bit
Desktop OS. Even implemented in user-space on a standard
desktop OS, our result shows that the cryptographic opera-
tions of Short MAC incur little communication degradation
and negligible additional latency at gigabit line rate. dsh
also been demonstrated that using modern hardware imple-
mentation and acceleration the speed of PRF functions can
be fundamentally improved [29].

Implementation details. Our ShortMAC processes listen

Comparison with recently proposed protocols. For com- to application packets via TUN/TAP virtual interfaces and
parison, we simulate the recently proposed FullACK and @Ppending:-bit MACs to the packets. We also implement
PAAI-1 [59] schemes presenting the lowest detection delaysShortMAC routers using the Click Modular Router [28]
to date. FUllACK is a heavy-weight fault localization preto ~ "unning on Ubuntu 10.04 32-bit Desktop OS, which verify
col requiring an Onion ACK packet fromveryforwarding the k-bit MACs in each packet at each hop. To approach
node foreverypacket the source sent. In contrast, PAAI- the realistic performance of commercial-grade routers, we
1 employs packet sampling and only requires acknow|edg_implement the above elements on off-the-shelf servers with
ments for the securely sampled packets to reduce commu@n Intel Xeon E5640 CPU (four 2.66 GHz cores with 5.86
nication overhead while retaining desired detection delay GT/s QuickPath Interconnect, 256KB L1 cache, 1MB L2
Since both FUllACK and PAAI-1 only consider packet drop- €ache, 12MB L3 cache, and 25.6 GB/s memory band-
ping attacks, we compare their dropping detection deIaysW'dth) and 12G DDR3 RAM. The servers are equipped with
along a path with 6 hops anf as the malicious node. Fig- Broadcom NetXtreme || BCM5709 Gigabit Ethernet Inter-
ure 9 shows the results when per-link natural packet lossface Cards.

ratep = 0.5% and drop detection thresholfl;, = 1%. Evaluation methodology. We evaluateShortMAC's ef-

To make the comparison clear, we use a metrisugfcess-  fects on communication throughput and computational
ful rate, which equals to 1 smnaxz{FP rate, FN rate The overhead, especially due to the generation and verification
results show that the detection delays to achieve a succesf k-bit MAC using PRF operations. We utilize the widely
ful rate > 99% for ShortMAC, FullACK, and PAAI-1 are  used Netperf benchmark [4] for tH&hortMAC through-
2000, 2000, and x 10%, respectively. Table 2 shows their put evaluation, and write our own micro-benchmark for ac-
detection delays in seconds/minutes and compares the exeurate latency evaluation. We evalugtkortMAC with

tra communication overhead, based on the results from Fig-varying packet sizes by configuring the interface Maximum
ure 9 and withy < 1%. Transmission Unit (MTU) sizes. We evaluate the through-

Table 2. Comparison of ShortMAC, FullACK,
and PAAI-1 with a source send rate of 100
packets per second.

also be theoretically proved.
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put of aShortMAC router and é8hortMAC source sepa-  than 90% of the baseline throughput (e.g., 92% with 1.5KB
rately to better illustrate the throughput of each comptnen packet size and 96% with 1KB packet size ). With a small
while the end-to-end path throughput can be easily derivedpacket size of 100 bytes, both the baseline ghertMAC

by taking the minimum throughput of the two evaluation throughput dropped substantially (similar to other public
results. Then we evaluate the end-to-end latency with dif- testing results [3]), because the network drivers used in
ferent path lengths ranging from 2 to 64. We also exploit our experiments are running under interrupt-driven mode,
the multi-core parallel processing at the source node viawhich hampers throughput when packet receiving rate is
OpenMP API [5]. high. However, UMAC-based PRF still retai@%%:%%

Summary of evaluation results. The evaluation results  Of the baseline throughput.

of our Linux software prototype demonstrate that both a Source node throughput.We further evaluate the through-
Short MAC router and source node can retain more than put of aShort MAC source node with different path length
92% of thebaseline throughputno ShortMAC operations  d, where for each path length the source needs to per-
are employed). Furthermore, the additional latency due toform d — 1 UMAC-based PRF operations. Originally, it
ShortMAC operations is negligible (tens of microseconds) might seem that thBhortMAC source node represents the
even with a path length of 64 hops. The results further in- throughput bottleneck as the source needs to compute mul-
dicate theShortMAC scheme is fully scalable as the num- tiple k-bit MACs. However by parallelizing th&hort-

ber of processing cores increases in a software-based-impleM AC operations on readily-available multi-processor sys-
mentation, while we anticipate hardware implementation of tems, the throughput of $hort MAC source node cafully

the MAC operations irShort MAC can further boost the  cope with the base line rate even with a path length of 8.
protocol throughput. Details of the evaluation resultseese  For comparison, we use the source node througinptb:
follows. out ShortMAC operations as the baseline. We evaluate two
Router throughput with different PRF implemen- different p_ara!lelizations bgseq on widely used_ OpgnMP [5]
tations. We first evaluate the throughput of a user- API. Ourf!rst implementation (internal para_IIellsm in st)or
level ShortMAC router with different PRF implemen- US€s multiple OpenMP threads to parallelize the computa-
tations (i.e.,UMAC [51], HMAC-SHA1 [30], and AES- tion of multlplek-blt MACs per packet. Our sepond |r_nple-
CMAC [50]) with the support of the new Intel AES-NI in- mentation (e_zxternal parallelism in short) assigns diffiere
structions [26]. TheShortMAC router connects a source Packets to different OpenMP threads.

machine and a destination machine, with the source sending We evaluate th8hortMAC source throughput with var-
TCP packets via Netperf as fast as possible to the destinalous packet sizes, and observe that in all cagestMAC

tion to stress-test the router. For comparison, we use thdncurs negligible throughput degradation. Hence we only
Linux kernel forwarding throughpuwi'[hout ShortMAC show the results with packet size set to 1500 bytes in Flg-
operations as the base line. T®leort MAC router runs as ure 11. We can see that external parallelism y|8|dS the best
a single user-spacgrocess without exploring parallelism, performance, which matches the baseline case where the
which already matches up the base line speed as shown besource performs nBhortMAC operations.

low. ShortMAC latency. We also evaluate the additional la-
Figure 10 depicts the results with packet sizes from 100 tency incurred by &hort MAC source node for computing

to 1500 bytes, showing that UMAC-based PRF implemen- the k-bit MICs with different path lengths and packet sizes;

tation yields the highest throughput, which retains more while the end-to-end latency can be derived base on our re-



UMAC (us)
Path Length| Checksum s) 100 500 1000 1500
2 0.0374 0.1771] 0.4760| 0.8892| 1.4047
0.0378 0.3691| 0.9557| 1.7635| 3.3025
0.0442 0.5239 | 1.4273| 2.6357 | 4.0944
0.0415 0.7080| 1.9018| 3.5059| 5.4566
0.0437 0.8723| 2.3758| 4.3839| 6.8307
0.0445 1.0467| 2.8530| 5.2617 | 8.2019
0.0474 1.2206| 3.3274| 6.1285| 9.5483

ONO O W

Table 3. ShortMAC source node latency breakdown (checksum updates and UMAC co mputation). All
the data represent the average time of processing 50000 pack  ets.

sults. This additional latency iBhortMAC includes PRF ical link. Although in such settings the source node can-
computationk-bit MICs appending, and TCP/IP checksum not exactly identify a faulty physical link, it can neverthe
updating. We write our micro-benchmark to derive the ad- less localize the fault to a network area (a set of links be-
ditional time delay for the source to send each packet com-tween twoShortMAC routers) to facilitate further inves-
pared to the baseline case where the source does not contigation. Furthermore, the more densely Sleort MAC
pute anyk-bit MIC nor updates the checksums. routers are deployed, the more accurate the fault localiza-
Figure 12 and Table 3 show the results. We can see thation can be, which incentivizes incrementally deploying
the latency incurred by the checksum computation is sta-ShortMAC. However, one caveat for incremental deploy-
ble. It does not increase with the packet size because in oument is that a discovery protocol for determining which
implementation we employ incremental checksum updaterouters supporghortMAC is needed, possibly through the
for the short MIC appended to the packet, instead of re- use of explorer packets.
computing the checksum over the entire packet. We do not . .
obseprve sharp increase of checksum Iategcy with increasinglgmerdon.1aln deployment. ThoughShortMAC mainly tar- .
path length either due ShortMAC's efficient k-bit MIC ets at intra-domain networks such as ISP and enterprise

authentication. In addition, the latency caused by thelchec nmeemor:g\;vi}rllzté\ﬁ?r? a?tiye Elirﬁgrr?gt ﬂﬁﬁfg?ﬂép d(ljrr]rtmzrigos:et-
sum computation is small compared to the latency intro- .

duced by UMAC-based PRF computation. The additional UNg: €aCh Autonomous System (AS) can represent a node

latency due to UMAC computation increases linearly to the in ShortMAC; the fault localization runs at the AS level

path length under the same packet size, and also increas nd Io;asllﬁes;ﬁrgcdataI_de:;\ller)c/j_;rault ?i[vsveen tW; tASes.
linearly to the packet size with a fixed path length due to 0 Makeshor appiicable, ditieren €s needlo es-

the property of the UMAC algorithm. Finally, compared tablish secret keys (e.g., via Passport [36]), and the egres
to the average end-to-end network latency which is on thefouUter of an AS needs to set the TTL value of each packet to

order of milliseconds, the additional latency introduced b the TTL \{a}luelat the INGress rou“‘*?"”us ondo enabld:-bit
ShortMAC is negligible. MAC verification (Section 4.1). Finally, asource AS needs
to know the downstream AS path (which is readily avail-
able in BGP) which may dynamically change in the current
9 Discussion and Limitations Internet; however, the majority of AS paths are stable over
minutes [49] thus facilitatinghortMAC fault localization.
o If an adversary were to constantly alter paths, it would es-
Incremental deployment. Although we argue it is fea-  ggnialy raise suspicion to itself, since path informatie

sible to “Pgrade all ‘routers witfBhortMAC W'th'n visible and the adversary needs to remain on the path to re-
ISP/enterprise networks, we observe that partial deploy- . effective

ment of Short MAC can still provide benefits and thus en-

ables incremental deployment. Specifically, thertMAC Topology changes and short-lived flowsFault localiza-
routers form aroverlay networlon top of the physical net-  tion protocols inevitably require at least a threshold num-
work. In the overlay network, a “logical link” consists of ber of packets to be sent along the monitored path to ob-
the physical links between twShortMAC routers. The  tain a statistically accurate detection in the presencetf n
fault localization protocol runs only on th&hortMAC ural packet loss. Hence, monitored paths need to be sta-
routers and a data delivery fault will be localized to a log- ble over an epoch. SincghortMAC incurs several or-



ders of magnitude lower detection delay compared to re-lack of efficient packet authentication.
lated work [16, 59],ShortMAC can support topology or  High protocol overhead. Among the known secure pro-
path changes and short-lived flows much better than previ-posals, the protocol due to Avramopoulos et al. [12] incurs
ous work. For example, as long as the path remains stablenigh overhead due to the acknowledgments from all routers
for transmitting around 2000 packets, the source can makein the path and multiple digital signature generation and
an accurate fault localization. While path changes do hap-verification operations foeachdata packet. Both Statisti-
pen during an epoch (e.g., due to link failures), the sourceca| FL [16] and PAAI-1 [59] achieve small communication
will detect the old link where the path is switched away overhead, but at the cost of high storage overhead and un-
as fgulty. At the same time, the source can also learn t_heacceptably long detection delays (Sections 6 and 7).
routing updates about the path change, and by correlatingspjicability constraints (and security vulnerabilities).
the .dete_ct|on resglts with routing updates, thg source mayp racent proposal due to Wang et al. [53] for forwarding
distinguish a benign path change and a malicious packet, it ocalization in sensor networks requires a specii-tr
misrouting attack (in which case no corresponding routing jixe routing infrastructure where the communications take
updates will be received). However, the faul_t localization place only between a sensor node and the same trusted base
accuracy ofShortMAC decreases for dynamic paths that iation. Both Watchdog [41] and Catch [40] can identify
transmit far fewer than 2000 packets before path changes,nq isolate malicious routers for wireless ad hoc networks,
oceur. where a sendef verifies if the next-hop nodg indeed for-
wardsS’s packets bypromiscuouslyistening to f;’s trans-
10 Related Work mission. Both approaches rely on the wireless broadcast
medium and are thus inapplicable to wired networks. Fur-
Perlman described the idea of acknowledgment-basedthermore, both Watchdog and Catch are vulnerable to col-
approaches to detect data-plane adversaries and achieve rdusion attacks, where a malicious noflg drops the pack-
bust routing in the presence of Byzantine failures [47]. ets of a remote sendef which is out of the promiscu-
In Sprout [20], a source node monitors the end-to-end ous listening range of,, while the colluding neighbors
path performance and uses probabilistic route selection toin the promiscuous listening range #f, intentionally do
find a working path if the current path is faulty. How- not report the packet dropping behavior ff,. Finally,
ever, without secure fault localization, both schemesesuff TrueNet [60] utilizes trusted computing technologies thus
from the exponential path exploration problem as Figure 1 requiring the existence of TPM chips, and is vulnerable to
shows. Given the importance of fault localization, several hardware attacks against the TPM chips.
approaches have been proposed, which unfortunately suffer
from the following limitations. 11 Conclusion
Security vulnerabilities. In ODSBR [14, 15] and Secure
Traceroute [46], the source node monitors the end-to-end In this paper, we design, analyze, implement, and eval-
loss rate of the path; and only when the observed loss rateuate ShortMAC, an efficient data-plane fault localization
exceeds a certain threshold, the source starts probing spearotocol, which enablestaeoretically proverguarantee on
cific nodes in the path soliciting acknowledgments for the data-plane packet delivery and substantially outperfaens
subsequenpackets the source sends. However, a maliciouslated protocols in the following aspects. FirShortMAC
node can safely drop packets when the probing is not acti-achieves high security assurance even in the presence of
vated, while behaving “normally” when probing is invoked. strong adversaries in control of colluding malicious rosite
Hence, the source can never catch the malicious nodes nothat can drop, modify, inject, and misroute packets at the
bound the malicious dropping rate, unless the probing is al-forwarding paths; whereas a majority of existing fault leca
ways activated which incurs high overhead. In addition, ization protocols exhibit security vulnerabilities undeich
ODSBR employs binary search in the probing phase for a strong adversary model. Second, compared to exiséng
dropping localization, until the algorithm converges to a cureprotocols,ShortMAC achieves several orders of mag-
specific link. Since the binary search algorithm proceeds nitude lower detection delay and protocol overhead, which
on each packet lost (possibly due to natural loss), in thefacilitates its practical deployment. Finally, we demoats
presence of natural packet loss the algorithm either doeshat ShortMAC's efficient cryptographic operations, even
not converge or incurs high false positives by incriminat- if implemented in software, have negligible effects on the
ing benign links. The security vulnerabilities of Watch- communication throughput via realistic testing on Gigabit
ers [18, 25], Audlt [10], Fatih [43], and the proposal by Ethernet links. We anticipate th&hortMAC probabilistic
Liu et al. [34] were summarized at the beginning of Sec- authentication and efficient fault localization can became
tion 3. The recently proposed Network Confessional [11] basic building blocks for the construction of highly secure
also fails to prevent packet modification attacks due to the and efficient network protocols.
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cious routers between the source gpg. Suppose the ma-

licious routers between the source afig (including f,.)
inject y packets on link,,, 1. Then whethef,, ., will be

detected depends on the valueigf¢,, and the false nega-

tive ratePy,, is given by:
P = P(Cridy < Tin)
=P((q— )y < Tyn)

< 9e—2v(a- ") (Hoeffding’s inequality)

wheree is the deviation and < ¢ < ¢. To achieve the
desired upper bounHy,, < §, we set the threshold such

that

T;

2e—20a= ) _ g

Solving for 3 gives:

8=

(7) implies that if the adversary injects more thampack-

%_’_ \/(ln%)z—i—Squln%—l—ln%

4q2

(%)

(6)

(7)

ets on a single link,,+1, CL*¢, will exceedT;,, andl,, 1

will be detected with a high probability 1 — ¢ (or a false

negative rate lower thas).

Injection Detection Threshold. WLOG, supposef,, is a
malicious router andf,,+1 is benign (there can be other
malicious routers between the source afyd). Suppose

the malicious routers between the source gpd(includ-

ing f..) injecty packets on link,,,. . False positives occur

whenCl, < T;, but C* > T,, (wherei > m + 2).

(WLOG, suppos€/;_; and f; are honest.) Hence, a benign

link I; is falsely accused, and the false positive fajg is:

d
Pppi= Y  P(CYE < Tin, CP* > Ty |l; benign

1=m-+2
<d-P(C

The actualC?e¢, andC??¢, values can be represented by:

bad

bad
m—+1 < Cm+2) .

Chti=(q—e)-y

Ched, = (g1 —q) +e2) - .

If we can bound

then we can guarantee t

have:

2
61262:€§%7

2
prglfp(fﬁ%)

[ V)

=P(e > %)

< 96 2(%5)?,

(8)

(9)

(10)

ad, > Cbad,. Therefore, we

(11)

Note that in (11), we leverage Hoeffding’s inequality and
the facty > T;, in the false positive cases.

To achieve the desired upper bouhg, < J, we set the
thresholdT;,, such that

(12 b
2e~ 2T ()" — 6, (12)

Solving forT;,, gives
(13)

A.2 Proof of Lemma 2

Drop Detection Threshold and Detection SpaceFalse
positives arise when thebservedirop rate of a benign link

l;, denoted by, exceeds the drop detection threshbjgl.

To bound the total false positive rate beléwit is sufficient

to ensure that each; may exceedly, with a probability

0; = % (since we need to ensure the overall false positive
rated ", 0; < 0),i.e,P(pf > Tyr) < g, which is equivalent

to:

)
P(p; —p>Tar —p) < 7 (14)

By using Hoeffding’s inequality, we have:

IED('O;Ak —p>Tar — p) < 22072 (Tar—p)?

L In(2 (15)

= 09 > 07 |
ol Z(Tdr - p)2

Recall that thecheck-dropping procedure will detect the
malicious link with excessive drop rate closest to the seurc

2d
denoted by,,,. So we need to guarantééo"d > %
for any: < m. Since we also have

C9°" > N(1 = Ty,)" fori < m, (16)
we get:
ln(%d)

N = .
2(Tdr - P)2(1 - Tdr)d

17

Analogously, we can also calculate the false negative rate,
which yields the same result.

Malicious Dropping Bound. Suppose a malicious nodg,
closest to the source receive§; <’ data packets, but claims
that it receiveC9°°¢ data packets, and dropsfraction of
the received>9°°? data packets ob,,, ;. We first have the
following facts:

recv good
Cm < Cmf 1

(18)
O = (1= 2)Cpe + .



To make neither of its incident links undetectgd, must
manage to satisfy:

good
Cm d Z 1 - T(iT’
Cfgoo1
e (19)
Cart
O,’%Lood Z 1- TdT7
which yields
C9%° > (1 — Ty )" N
m—1 = ( d ) (20)
> (1 — Ty )N.
Solving (18), (19) and (20), we have
p
2<1—(1-Tp) 2+ —"——
= ( d ) N(]. _ Tdr)d (21)

= .
A.3 Proof of Theorem 1

(o, B)s—Statistical Security can directly follow
Lemma 1 and Lemma 2. In the following, we will prove
(2, 0)—Guaranteed Forwarding Correctness.

Given N and g, we can set the drop detection thresh-
old T,;. from Lemma 2 and the injection bound from
Lemma 1. Let)’?*¢ denote the fake data packets the des-
tination has received but not detected yet, gtfd denote
the legitimate data packets the destination has received ou
of N data packets from the source. Then we have:

ood ake (22)
Caii — U

N
When no fault is detected in the identify stage, it satisfies:

C9%' > (1= Tay)'N (23)
nfake < /6)

By (22) and (23), we have

p

d

6= (1—Tu)" - . (24)
Finally, we can integrat8hortM A C with routing as fol-

lows. The control plane first provides a routing patfor

the sourceS, and then avoids faulty links using feedback

(fault localization results) from the data plane. In thisywa

ShortMAC enables the source to identify the malicious

links that reside in previously explored paths. In a network

with € malicious links, the source can bypaddeast one

of the malicious links after each epoch until a working path

is found, resulting in an exploration of at mdstepochs to

find a working path.



