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The number of live objects 29,765 )
Avr. CPU cycles per trap 321
Avr. CPU cycles per backtrace-naming 140
Total spent CPU cycles of traps 116,440,503
Total spent time (ms) of traps at 1.7GHz 68.49




