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Abstract
In thispaperwedescribean efficientalgorithmfor theman-
agemenbf group-keys. Our algorithmis basedon a proto-
col for secue IP-multicastand is usedto manae group-
keysin group-communicatioisystems.Unlike prior work,
basedon centalizedkey-serves, our solutionis completely
distributed and fault-tolerant and its performances com-
parableto thecentalizedsolution.

1 Introduction

Increasinglymary applicationsrequire multicastservices,
for example,teleconferencingdistributed interactve sim-
ulation, collaboratve work. To protectmulticastmessage
content,suchapplicationgequiresecuremulticast.

A multicastgroupcanbeefficiently protectedisingasin-
gle symmetricencryptionkey. Thiskey is securelycommu-
nicatedto all groupmembersvhich subsequentallyseit to
encrypt/decrypgroupmessageslhegroup-key is securely
switchedwhenever the group membershigchangesthere-
by preventingold memberdrom eavesdroppingon current
groupcorversationsThe challenges to createan efficient
andfastkey-switch algorithmthat canhandlelarge groups
anda highrateof membershighanges.

The generalcaseof a multicastgroup includesscenar
ios wherethe groupsizeis very large, up to thousandsor
millions of membersandwheretherearefew sendersand
mary recevers. It alsoincludesa morespecificcasewhere
thereis symmetrybetweengroup members. By this we
meanthatary membermay be a sourceof multicastmes-
sagesaswell asarecipient. This work focuseson the sym-
metriccase.

IP-multicastis a widespreadow-level multicast primi-
tive. IP-multicastsecurityhasbeenextensvely discussed
in the literature[1, 7, 4, 3, 21, 26] and efficient solution-
s have beenproposedo secureit. Theseprotocolsall use

centralizedsenersfor key dissemination.The senersare
single points of failure. Our solutionusesa Group Com-
municationSystem(GCS);it is completelydistributedand
fault-tolerantIt achieveslow lateng in the caseof member
join/leave,andits performancés on parwith thecentralized
solution.

A GCSprovidesreliable multicastandmembershiser
vicesto groupsof processescomplying with the the Vir-
tual Syntirony (VS) [11] reliability model. All processes,
insidea group,have knowledgeof the setof currentlylive
and accessiblanembers. When someprocesscrashespr
a network partition occurs,processeseceve a view notifi-
cation event, describingthe currentmembership. This is
also called a view-change. GCSsprovide Virtually Syn-
chronous[11] communicationto applicationsin spite of
changingnetwork conditionsandprocesscrashesThe VS
reliability guaranteas, in simple terms, “atomic failure”.
This meansthatif a processcrashesn a group, thenthe
remainingmemberssiew this at “the sametime”. Remain-
ing processesleliver the samesetof messagesprior to the
view-changehence they getthe view notification“simul-
taneously”.VS requireshat,whenprogresss made mem-
bersmaintainagreementiponthe membership- arequire-
mentwhich impliesthat, undercertainpatternsof failures,
progressnaynot bepossibleg5]. Fortunately suchpattern-
s of failure arevery unlikely. ConsequentlyGCSsystems
live within certainlimitations. For example,the Ensem-
ble systemmembershipnechanisnmayfail to stabilize,if
extreme network conditionsoccut It may block and un-
block the groupfor extendedperiods. GCSsguarantythat
if the network is stablefor a long enoughperiod,thenthe
membershigwill stabilize. In suchcasesthe group-leader
is easyto chooseit is theprocessith lexicographically's-
mallest”name.A family of suchsystemshave beendevel-
opedin variousplacesin theworld. A partial list includes
Totem[13], Spread29], Relacs[17], Timewheel[15] and
Phoenix[2]. Ensemble,our GCS, evolved from lsis [9],
Horus[25], andTransis[27].
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Groupcommunicatiorscalabilityis inherentlylimited by
the numberof membersin the group. The VS modelre-
quiresall membersto constantlyparticipatein GCS pro-
tocols,sendacknavledgmentsrequestdor retransmission,
flow controlinformationandmore. As the numberof pro-
cessesn the group increasesthe probability that some
of themwill becometemporarily unresponsie increases.
This is especiallytrue on off-the-shelfOSes(Unix™™ and
NTTM) thatdo not guarantea real-timeervironment. We
have managedo scaleEnsembleto run on 100 processes
but no more. A studyhasbeenpublishedon the VS scala-
bility problemse€[10]. Thereforescalability, in thisarticle
meansupto 100members.

To overcomethe VS scalabilityproblem[10] suggestse-
ducing the reliability model. Otherapproachesiselight-
weightgroupslayeredon top of a core-group. In fact,most
GCSsdescribedabove have light-weightgroupextensions.
Suchanapproachusesa client/serer architecturevherea
smallnumberof senersrun the actualGCSprotocols,pro-
viding GCSservicedo alarge numberof clients.

Our solutionis designedfor group communicationsys-
temsthat operatewith at mostone-hundrednembersper
group,alimit consistentvith the scalability currently pos-
siblein systemdike Ensemble.Work is in progresgo de-
velopanew, morescalableapproactto groupmembership
managementor Ensemble[10], andin conjunctionwith
this we will revisit the scalability of our securityarchitec-
ture. We note that our algorithm malkesuseof the virtual
synchroly propertieofferedby Ensembleandhencecould
only beusedin a settingsupportingheseproperties.

A secureGCSensureghatall membersn aview areau-
thenticandauthorized It providesa securekey with which
all groupcommunications protectedMembersoutsidethe
groupcannotlistenin on group-communicationsA partial
list of suchGCSsinclude Antigone [20] and Spread[28].
SomeGCSsareresistanto Byzantinefaults, a partial list
includesTotem[12], andRampar{23].

Our solutionis relatedto other group-key architectures
developedfor GCSs. Theseworks begin with seminalre-
searchby Reiter[16, 24] and Gong[6], continuingto re-
centresearclon Ensemblg19]. Theseresultsshov how
groupkeying canbe integratedwith a Group Membership
Protocol(GMP) to supportsuchfunctionsassecurelyman-
agingkeys at the group members securelyrekeying, sup-
porting secue channelsbetweenmembers(discussede-
low), MAC-ing messageandencryptingthe datasegments
of messages.The term MAC, asusedhere,is definedin
the IETF termsasan HMAC [22]. An HMAC is a Keyed
Hash[8] thatcanbebasecdbn ary interactie cryptographic
hash(e.g.,MD5 or SHA-1). It is usedprotectthe integrity
of amessage.

Herewereportonthefirst half of aneffort to integratea s-
calablekeying architecturewith the Ensemblesystem.This

first stepinvolvesextendinga powerful keying architecture
to supporthigh availability. Elsevhere we planto reporton
the secondhalf, which will investigatesystemsssuesand
performanceconsiderationgrisingwhensucha systemis
engineeredor high performanceandstudiedcarefully un-
dercontrolledtestsituations.

The GCS approachemphasizeshe peerto-peermodel,
whereall membersare equallytrusted. The group should
beableto continuefunctioningin the eventof a partition of
memberfailure. It is possibleto createa key-architecture
where a centralizedkey-sener, replicatedfor high avail-
ability, choosesand disseminates group-key to the other
members.However, shouldthe key-senerssplit from the
restof the group— the groupwould no longerbe ableto
rekey itself. While it is possibleto usehybrid approaches,
this paperdoesnot usea centralized/replicatesener.

2 Mode

The“universe™for the purpose®f this paperds comprised
of a setof machinesconnectedhroughthe Internet. Ma-
chines,or processes;ancommunicatevith eachotherby
passingnessagegiroughthe network. Thesystenis asyn-
chronousclock drifts areunboundec&ndmessagemaybe
arbitrarily delayedor lost in the network. We do not con-
siderByzantinefailures. The network cansplit into several
disjoint componentsallowing only machinesin the same
componento passmessageto eachother

A GCSovercomeghesenetwork “inconveniences’and
presentsthe applicationwith a simple interface. As de-
scribedearlier a GCSallowsthecreationof procesgroups
in which reliableorderedmulticastandpoint-to-pointmes-
sagingis supported.Processemay dynamicallyjoin and
leave a group, and group componentxan merge through
the GCSprotocolsandstate-transfer

We assumeprocessefn grouphave accesgo trustedau-
thenticationandauthorizatiorservicesaswell asto alocal
key-generatiorfacility. We alsoassumethat the authenti-
cationserviceallows processefo opensecue channels A
securechannelbetweena pair of processesllows the se-
cureexchangeof privateinformation.

Ensembleallows the creationof secure-groups/hereal-
| group membersagreeon a single symmetrickey. Only
trustedandauthorizednembersareallowedinto thegroup.
Sinceall membersusethe samekey to MAC andencrypt
their messages)o intrudercanattackthe groupor purport
tobepartof it. Sinceall groupmemberhavethesameview
of themembershipywe numberthemlexicographicallyfrom
1 to n. Whenwe referto thegroupleaderwe implicitly re-
fer to membemumberl (denotedn; ).

We usethe notations:

mg = My, : M = Member m, sendsmessageM to



membersn,, m..

{X}k. .k, = A tuple consistingof messageX MAC-ed
with key K, and X MAC-edwith key K5. Note
that sucha tuple can be protectedin a mannerthat
would preventintrudersfrom tamperingwith either
componenbf the pair.

Group Members: aredenoteddy my ... m,.

Subgroup keys: aredenotedby K g, whereS is thesubset
of members

This paperrelies strongly on the VS guaranteehat all
membersagreeon the group-viev. This allows operations
suchas:

e Agreemenbnthegroupleaderjustchoosen;

e Split the groupin two: if therearen memberssplit
into[1...n/2]and[n/2+1...n).

Hence,we cannotusea reducedreliability model,andwe
focuson securingGCSabstractions.

Ideally, onewould hopethatdistributedprotocolscanbe
provedlive andsafe Key managemenprotocolsmustal-
so provide agreemenandauthenticityproperties.Herewe
definethesepropertiesformally, and discussthe degreeto
which our protocolssatisfythem.

Liveness: We saythata protocolis live if, for all possible
runs of the protocol, progressoccurs. In our work,
progressvould involve the installationof nev mem-
bershipviews with associatedyroup keys, and the
successfutekeying of groups.

Safety: We saythata protocolis safeif it doesnot reveal
thegroupkey to unauthorizednembers.

Agreement: the protocolshouldguaranteehatall group-
memberglecideon the samegroup-key.

Authenticity: An authentiggroup-key is onechoserby the
group-leader

In the article body we describeprotocolsin atersefash-
ion. Here we describethe mannerin which a protocolis
actuallyexecuted andhow its livenesss ensuredA proto-
colis describedsa serief send/multicastventsbetween
membersandaslocal computatiorsteps.For example pro-
tocol P (below) securelyswitchesthe groupkey.

ProtocolP:

1) Thegroupleaderchooses new key.

2) The leaderusessecurechannelsto sendthe key
securelyto themembers.

Thisprotocolis safesinceit usessecurechannelgo group
members,all of which are trusted. However, as stated
above, P is not live. Notice that the protocolrequiresall
processeto receive the new-key. If somememberfailsand
never recoversduringthe executionthe protocolblocks. To
make the protocol fault-tolerantwe restartthe protocolin
caseof aview change Anotherproblemwe faceis protocol
termination.Beforestartingto usea key, participantsneed
to know thatall member®of theview have receivedthatkey.
Thatis, all groupmembersshouldbe notified that the pro-
tocol hasterminated.We usea two phaseprotocolfor this
purpose:

1) Eachgroup membey onceit receivesthe group-
key from theleadersendsanacknavledgmen(in the
clear)to theleader

2) Theleaderonceit recevesacknavledgment$rom
all groupmembersmulticastsa ProtoDonemessage.

3) A memberthat receves a ProtoDone message
knows that the protocol hasterminatedand the new
key cannow beused.

No protocolsolvingthis classof problemscanguarantee
livenessn an asynchronousetworking ervironment(see
FLP [5]). However, our protocolis ableto make progress
"most of the time” The scenariosunderwhich the proto-
col would fail to make progressareextremelyimprobable,
involving an endlesssequencef network partitioningand
remege events, or of timing failuresthat mimic process
crashes.Theoretically suchthingscanhappenput in ary
real network, thesesequencesf eventswould not occur,
henceour protocolshouldmake progress.

We implicitly addthe above stepsto all protocols there-
by improving their toleranceto failure. However, doing so
doesnot “overcome”the FLP result,nonethelesspur pro-
tocolswould belive in arealisticsettingsandtheapproach
allows usto specifyprotocolsin amoresuccinctfashion.

Theprotocoldescribedibore ensuresagreemenbecause
a single memberactsasleader The leaderdecideson a
key anddisseminate#t to therestof the group. Hence,a-
greemenis satisfiedtrivially. All the protocolswe use,in
essenceyseagreedeaderor sub-leadershat chooseand
disseminatdeys. Hence,agreemenis easilysatisfied and
we do not discussit further, nor provide agreemenproof-
s. Authenticity is satisfiedfrom the GCS security proper
ties. Only anauthorizedauthenticateghrocesscanbecome
agroup-memberHence,ary key acceptedy a memberis
sentby anothemmember The originatorby virtue of being
agroupmemberis authenticate@ndauthorized.Thus,we
do notdiscussauthenticityrequirementsurther.



3 Thecentralized solution (C)

Herewe describea protocolby Wong, GoudaandLam [3].
A keygraphis definedas a directedtree where the leafs
are the group membersand the nodesare keys. A mem-
ber knows all the keys on the way from itself to the root.
Thekeys aredistributedusinga key-sener. In Figure3 we
seeatypical key-graphfor agroupof 8 members.

Eachmemberm; sharesa key with the sener, K;, and
alsoshareskeys with subgroupsn the tree. For example,
memberm; knows keys K, K12, K14, K;5. It sharesk;
with the sener, K12 with memberm., K14 with members
ma, ms, myg, and Kyg with membersn;,...ms.

Thetreeis built by the key sener, it initially hassecue
channelswith eachof the members.It usesthesechannel-
s to createthe higherlevel keys. For example,in orderto
createkey K1, it encryptsK;, with keys K; and K5, and
sends K12} k,,k, 10 membersn; , my. Only membersn;
andmy will be ableto decryptthis messageand retrieve
Ki5. In the samemannerkeys K34, K56, K73 are estab-
lished. To establishK, the sener choosesK;, encrypts
it with K7, and K34 andsends{ K14}k, k., 10 members
my, . ..my. In similarmannerK g is establishedKey K5
is thenencryptedwith K4, K55 andmulticast.

Figure3 describeshisthroughatime-linediagram.First,
keys K% = {K12, K34, K56, K73} arecreated.Then,keys
K* = {Ki4, K53} arecreatedbasedon K2. Finally, the
group-key K5 is establishedising K.

Thegroupkey needgo bereplacedf somemembeijoins
or leaves. Thisis performedthroughkey-treeoperations.

Join: Assumemembermyg joinsthegroup. S picksanew
(random)group-key K9 encryptsit with Ky, K5
andmulticastsit to the group. Membermg usesKj
to decryptit, andthe existing membersuse K5 to
decryptit.

Leave: Assumememberm; leaves,thenthe sener need-
s to replacekeys K14, and K;g. It choosesnen
key K4, encryptsit with K>, K34 and sendsto
me,ms, my4. It thenchoosesKsg andusesK,4 and
Kxg to disseminatét.

In this schemeeachmemberstoreslog,(n) keys, while
thesener keepsatotal of n keys. Thesenerusesn secure
channelgo communicatewith the members.As, simplis-
ticly, describedsofartheprotocoltakescentralizegrotocol
cantake logN messagefo complete.In fact, all protocol
messagesanbe combinedinto a singlemulticastmessage
sentfrom the key-senerto theclients.

It is possible,andin fact more efficient, to usetreesof
degreelargerthan2. Hereandthroughthe papemwe discuss
binarytreesfor simplicity. The analysisfor treesof degree
threeor moreis essentialljthe samefor the centralizedso-
lution aswell asour algorithm.

Treesbecomembalancedafter mary additionsanddele-
tions,andit becomesecessaryo rebalancghem. Discus-
sion of tree-rebalancings out of the scopeof this paper
Somework hasbeendoneto rebalanceey-treesin [14].

4 Qur solution

Theproblemwith the previoussolutionis thatit is notfault-
tolerant,andreliesonacentralizedsenerwhich hasknowl-
edgeof all thekeys. We desirea completelydistributedso-
lution. Our protocolusesno centralizedsener, andmem-
bersplay symmetricroles.

We describeour solution herewith somesimple exam-
ples. Theactualalgorithmis muchmorecomplex andcan-
notbepresentedherefor lack of space Theinterestedead-
erisreferrecto [18]. Specificallywedonotdiscusow the
distributed key-treeis balancedand rebalancedfter join-
leave sequences.

First we describethe basicprotocol,denotedB. In order
to make protocol B completelydistributed we usethe no-
tion of subtreesagreeingon a mutualkey. Informally, this
meanghattwo groupsof membersL andR, securelyagree
on amutualencryptionkey. Assumethatm; is L's leader
m, IS R's leader L hasgroupkey K, and R hasgroup
key K. The protocolusedto agreeon a mutualkey is as
follows:

1. m; choosesnew key K1, g, andsendst to m,. using
asecurechannel.

2. my encryptsK g with Ky, andmulticastst to L; m,
encryptsK g with K andmulticaststo R.

3. All memberof L U R securelyrecevethenew key.

Formally, agreeis definedas a protocol by which two
subtrees[ and R, possessingecretkeys K, and Ky re-
spectiely, choosea new key andsecurelycommunicatet
toall memberd. U R. This costsonepoint-to-pointandtwo
multicastmessagesWe saythatall membersof L and R
participatein agreg in spiteof thefactthatactuallym,; de-
cidesonthekey, becausall membersn L U R have some
role (active or passie)in the protocol.

We saythatm, is theleaderof L U R, andit is alsothe
leaderof L. We denotethe subtiee of whichp € G is
the leaderby G(p). For example,in the context of G =
{1,2,3,4,5,6,7,8},G(1) = G,G(2) = {2},G(3) =
{3,4},G(5) = {5,6,7,8}.

We usethe agreeprimitive to obtainour solution. Below
is an examplefor the creationof a completelydistributed
key-treefor a groupof 8 memberqseeFigure4):

1. Membersl and2 agreeon mutualkey K,
Members3 and4 agreeon mutualkey K34
Memberss and6 agreeon mutualkey Kxg
Members7 and8 agreeon mutualkey Krg



The creation of a keygraph on a time-line . Time flows from top to bottom. First, K2 = {Ks, K34, K56, K73}
is created, then K* = {Ky4, K53}, then the group-key.

2. Membersl,2and3,4 agreeon mutualkey K4
Memberss,6 and7,8agreeon mutualkey Kxg

3. Members1,2,3,4and 5,6,7,8 agreeon mutual key
Kis

Eachround’s stepsoccursconcurrently In this case the
algorithmtakes3 rounds,and eachmemberstores3 keys.
We now describehealgorithmin thegenerakcasewherea
key-graphshouldbebuilt for agroupof size N. Weassume
for simplicity that N = 2™. If N # 2™ the samealgorith-
m is applicable,but it's descriptionis more complex and
harderto understand.

Base case: If the groupcontainsO or 1 membersthenwe
aredone. If the groupcontains2 memberghenuse
theagreemenprimitive to agreeon amutualkey.

Recursive step (V = 2"*+1): Split thegroupinto two sub-
groups,L and R, containingeach2™ members.Ap-

ply thealgorithmrecursvely to L and R. Now, each
subgrouppossessa key, K; and Kr respectiely.
Apply theagreemenprocedurdo L and R suchthat
they agreeona groupkey.

This algorithmtakeslogan roundsto complete Eachmem-
berstoredogan keys.

In caseof join, new nodesare added. For example, if
membermg joins thenkey Kq is added(seeFigures4,4).
The protocolthenworksasfollows:

1. Membersmy,...,mg andmg agreeon a mutualkey
Ky

2. K9 isthenew groupkey.

In caseof failure,someof thetreenodesarereplaced For
example,if memberm; fails thenkeys K7, and K;3 must
bereplacedseeFigure4.

We usea similar stratgyy to choosenew keys:



Our solution for a group of 8 members.

Single member join case.

1. Membersmns andms, m4 agreeon mutualkey Ksy.

2. Membersms, m3, my andms, mg, my, mg agreeon
mutualkey Kag

In generathistakesO(logan) rounds.With atreeof degree
d, it requiresO(logqn) rounds.

4.1 Safety

Herewe give aninformal proof shonving why the basicpro-
tocolis safe.

First,we needto shav why thetreebuild protocolis safe.

During the build we usethe agreesequencenultiple times.

This sequencés safeby induction: It is safefor two mem-
bersbecause¢hey simply usea securechanneto communi-
cate.Assumeit is safefor subtreesipto sizen. Leaderm;
passed( g to m, usingasecurechannel.Leadersn; and
m, thenuse(safeby induction)subgroupkeys K., Kg to
encryptKp g prior to dissemination.

The join protocolis safeusinga similar algument. The
leave protocolis safesincewe discardall keysthattheleav-
ing memberhasknown, anddo not usethemto disseminate
thenew groupkey.

The optimizedsolutionis essentiallya reorderingof the
communicationin B. Hence,|t is safeby virtue of thebasic
protocolbeingsafe.

K19

{K19}_K18

(my (my (my (my (my (my (my (my)(my

The join algorithm: members m; and mg agree on key Kig9. Member m; encrypts K9 with K5 and sends
it to members mq,...,ms.



The single member failure case.

4.2 Optimized solution (O)

The basicprotocolcanbeimprovedto achieve lateng of 2

rounds. We statethe optimizedprotocol O, andthenpro-

vide anexamplerun. Assumefor simplicity that N = 2™,
We describethe optimizedalgorithmrecursvely:

Basecase (V = 0,1, 2): If thegroupcontaing) or 1 mem-
berswe aredone. If the groupcontains2 members
then memberm; is the leadery it chooseskey K2
andsendst usingasecurechannelto ms,.

Base case (IV = 4): In this casewe usethefollowing pro-
tocol:

1. (a) Leaderdocally choosenew keys:
my choosesy4, K15
m3 choosesK 3y
(b) Usingsecurechannels:
my — ma K4, K12
mi — M3 . K14
m3 — My . K34

2. Intheclear:
ms3 — My . {K14}K34

We provide this caseto shav the two stagesof the
solution: thefirst stageis the choiceof new keys and
theirdisseminatiorusingsecurechannelsthesecond
stageis the encryptionanddisseminatiorof keys re-

ceived in the first round, using multicast. SeeFig-

ure4.2for atime-linediagram.

Induction: Assumehegroupcontain®2”t! membersand
we can solve the problemin two roundsfor the 2"
case.Split the group G into two disjoint subgroups,
L andR where| L |=| R |= 2". For eachmember
p € G Createthelist of actionsto be performedin
stagesl and2, A7, and A7 , respectiely. Mark the
leaderof L asm; andtheleaderof R asm,.

Thenew stagesarenow:

A;‘jl: For all memberglifferentthanm;, theactions
arethesameasbefore,i.e.,

Artl=An ) Membermy initially setsA{jfl =
AP, . It addsanotheractionto A}

Chooseanew key for thewholegroup,
K g, andsendst usingasecurechan-
nelto m,.

Then,m; addsK g aspayloadto all A{jl mes-

sages.

APt Initially, AZE! = A7, All memberghatre-
ceive K1 g during A;‘jl addthe following ac-
tionto A7

encryptK g with thesubtreekey and
multicastit to G(p) \ {p}.

Our descriptionis recursve, however, we emphasiz¢hat
it takesonly 2 communicatiorphasedo performtheaction
lists by all membersf G becausehe “stages”occurcon-
currently

For example below is anexecutionwith 8 members.

1. (a) Memberl choosesK 12, K14, K13
Member3 choosed(s,
Member5 choosed(s¢, K53
Member7 choosed(rs

(b) Usingsecurechannelstheleadersendhecho-
senkeysasfollows:
m1 — ma : K12, K14, K13
my — m3 : K4, K13
myp — ms Klg
ms — My : K34
ms — me : Ksg, K58
ms — My : K58
my — mg : Kqg

2. Usingregularcommunicationleaderssend:
mg — ma  {Kia}kae {Kis} ki
ms — meg 7,8 {K18} Ksg
mr7 — msg . {K58}K73



A time-line diagram of the optimiz ed key-graph with 4 member s.

All memberscannow decryptandgetall keys on route
to the root. For example, mg receves Krg in stagel,
and {Kss} ks {K1s}kss IN Stage2. It canthendecrypt
and get K5, K5g. This is alsoshavn in a time-line di-
agramin figure 4.2. The figure shavs how action lists
Ay, A, arecreated. StageS; shows all the messagethat
needto be sentfor K15 to reachall members. S, shavs
the protocol for subgroupsL = {mj,ms, m3, m4} and
R = {ms, mg,m7,mg}. A; and A, arethenthe combi-
nationof S; andS; for thevariousmembers.

Thejoin caseis efficientusingtheregularsolution,sowe
make no attemptto improveit.

In casea membereaves,the protocolis simplified. Ex-
aminethecasewheremembenn, left thegroup.Theprob-
lemis to chooseanddistribute keys K4, Kog in 2 rounds.
Thisworksasfollows (Figure4.2):

1. (a) ms choosedsy, Kos.

(b) Usingsecurechannels:
ma — m3 : Ky, Kog
Mo — My : K23

2. In theclear:
m3z = my : {Koatky,, {K28} Ky,
ms — Mg 7,8 : {K28}K58

my receves{ Kos} k.., { K28 } k., m3; it alreadyhaskey
K34 andit recovers Ko, and Kog. Members6,7,8receve
{K2s} k5 from ms; they have key Ksg andthey recover
KQS.

The leave algorithmcosts,in the caseof a groupof size
n, log>(n) point-to-pointmessage®) (log>(n)) multicasts
andthetotal amountof informationpasseds O (logan)?.

Examineatreeof depthn. W.l.o.g. m; leaves,andms
choosesew keys K = {Ka4, K»s, ...} to replaceall the
keys from m to theroot. Memberm, sendshe new keys
to sub-leadersns, ms, mg, m17,myi 1, . .. throughsecure
channels. All new keys are sentto ms, all keys excep-
t K54 aresentto ms. All new keys except{ K24, Kog} are
sentto mg etc. Typical sub-leadep encryptsthe receved
keys with the key of G(p) and multicaststhis information
to G(p). Thecommunicatiorcostis loga(n) point-to-point

messagesandlogs(n) multicasts. The total amountof in-
formationpasseds O (logan)?.

4.3 3round solution (O3)

The optimizedsolution, as statedabove, hasan efficiengy
problemwith respecto multicastmessagestachsubtree-
leadersenddog, (n) multicastmessagegqotentiallyonefor
eachlevel of recursion.Sincetherearen /2 suchmembers,
we have O(n*logs(n)) multicastmessagesentin atypical
run of the protocol.

Herewe improve O andcreateprotocolO3. ProtocolOs
is equalto O exceptfor onedetail,in eachview, amember
m; iS chosen. All subtree-leaderdn stage2, sendtheir
multicastsmessagegpoint-to-pointto m,. Memberm,
concatenatethesemessageandsendghemasone(large)
multicast. The other memberswill unpackthis multicas-
t and usethe relevant part. This schemereducescoststo
n/2 point-to-pointmessage$rom subtreeleadersto m,,
andonemulticastmessagdy m,. Hence we addanother
roundto the protocolbut reducemulticasttraffic.

44 Costs

Here, we comparethe 3-round solution with the regular
centralizedsolution. Therearethreecomparisons— build-

ing thekey-tree,thejoin algorithmandtheleave algorithm.
ProtocolQ; includesaliveness-ensuringtagediscussedn

the model Section2. We do not includethis sub-protocol
in protocolcosts sincethe centralizedsolutiondoesnotin-

clude an equivalent stage. We usetablesto comparethe
solutionsandwe usethefollowing notations:

# pt-2-pt: Thenumberof point-to-pointmessagesent.
# multicast: Thenumberof multicastmessagesent.
# bytes. Thetotal numberof bytessent

#rounds. The numberof roundsthe algorithm takes to
complete



m,

K18

st e T
i i s 1 1
| K14 | | K34 K58 | K78
S2 k2 \ \
i | Ky | {K58}

K58

{K14}
K34

{K18}
K14

{K58}
K78

A time-line diagram of the optimiz ed key-graph with 8 members. Time flows from top to bottom.

K28

1K28,K24} {K28,K24} K34

’ \
// \
I |
v '
\ ,
N .

gy () (o

{K28}_K58

Optimizing the single member failure case.

First, we comparethe caseof building a key-treefor a
group of size 2™ wherethereare no pre«isting subtrees.
Thefollowing tablesummarizeshe costsfor eachalgorith-

from all members.

Theleave algorithmcosts:

m: | | #pt-2-pt | #multicast | # bytes | #rounds|
| | #pt-2-pt | #multicast| #bytes | #rounds)| c |0 1 O(logan) 1

cC |0 1 (O(nlogan) | 1 O3 | logan logsn O((logen)?®) | 2

9 | O(n) 1 (O(nlogan) | 3 Thejoin algorithmcosts:

Protocol O3 takes O(n) more point-to-pointmessages.
Thesemessagearesentconcurrentlyandarefairly small,
hence their impactis minor. Both protocolsrequirea sin-
gle (large) multicast. O3 takes2 moreroundsof commu-
nication. ProtocolC requiresthe key-senerto know all the
key-tree,a total of n keys. The othermembersneedkeep
loga(n) keys. O3 requiresonly knowledgeof logsn keys

| | #pt-2-pt | # multicast | #bytes| # rounds|
) 1 o) |1
05 | 1 2 0(1) |2




5 Conclusions

We have shavn how to corverta centralizedandnon-fault-
tolerantprotocol into one which is decentralizedcand tol-
erantof failures,andyet hasnearly the samecostasthe
original protocaol.

While O3 asstatedrequiresagroupcommunicatiorsys-
temit usesarelatively minor partof the providedfunction-
ality. It could be run, with relatively minor adjustments,
over wide-arednternetapplications.We arein the process
of examiningthisapproactandwill reportourfindingselse-
where.
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