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Abstract

We presenta solutionto the denial of service(DoS)
problemthat doesnot rely on networkinfrastructue
support,conformingto theend-to-ende2e)designprin-
ciple. Our appmoad is to combinean overlay network,
which allowsusto treatauthorizedraf ¢ prefeentially,
with a lightweight process-migation ervironmentthat
allowsusto moveservicesasilybetweerdifferentparts
of a distributedsystemFunctionalityresidingon a part
of the systemnthat is subjectedo a DoSattadk migrates
to an unafectedlocation. Theoverlay networkensues
thattraf c fromlegitimateuses, whoare authenticated
before they are allowedto accesghe service is routed
to the new location. We demonstate the feasibility and
effectivenes®f our appmoacd by measuringthe perfor-
manceof an experimentalprototype against a series
of attacks using PlanetLab,a distributed experimental
testbed. Our preliminary resultsshowthat the end-to-
endlatencyremainsat acceptabldevelsduring regular
opefation, increasingonly by a factor of 2 to 3, evenfor
large overlays. Whena processmigratesdueto a DoS
attad, the disruption of servicefor the end useris in
the order of a few secondsdependingon the network
proximity of the serves involvedin the migration.

1 Intr oduction

Oneof thefundamentatenetof Internetdesignis the
end-to-ende2¢ principle [40], which statesthatfunc-
tionality shouldbe placedascloseto the network edges
as possible,keepingthe network core focusedon the
task of routing packets. While this hasarguably con-
tributedto the succes®f the Internet,it hascreatedan
ideology that resistsmechanismghat require deploy-
mentin the interior (core) of the network. Examples
of suchtechnologiesncludesomeformsof QoS[4] and
active networking [52].

Recentventshave elevatednetwork denialof service

(DoS)attacksto a rst-order securitythreat.While sev-

eralmechanism#o suppressr countertheireffectshave

beenproposed16, 44, 47, 51, 38, 35, 21, 53], sofar
nonehasbeenwidely adopted.Onecharacteristithese
mechanismshareis their dependencen elementsof

the network infrastructure.Furthermoreijt hasbeenar

guedrecently[12] thatthe network DoS problemis in-

herentlyimpossibleto solve without infrastructuresup-
port. This may provide someinsight asto the lack of

deploymentof ary of thesemechanismsThe question
weexaminein this paperis whetherit is possibleto pro-

vide a practical solutionto the network DoS problem
thatdoesnotrequire signi cant (or any)coopeation by
networkproviders (ISPs).

We presentMigrating OVErlay (MOVE), a system
thataimsto provide ane2ecompatibleanti-DoSmech-
anism. Our approachis to separatégood” trafc from
unknavn traf ¢, andtreatthe former preferentially us-
ing an overlay network in a mannersimilar to SOS
[21,22, 7, 30] but withoutusingpaclet Itering. MOVE
nodesare locatedat edge networks, requiring no in-
frastructuresupport. Traf ¢ is differentiatedon a per
sessiorbasis,usingcryptographicauthenticatiorand/or
GraphicTuring Tests(GTTs) to determinevalid users
(which may simply mean “humans”). The overlay
routestrafc from legitimate usersto the currentnet-
work locationof the protectedservice. Whenan attack
agpinstthe hostingsiteis detectedye usea lightweight
process-migratiomechanismo re-locatethe serviceto
anunafectedsite. Legitimatetrafc is routedtranspar
entlyto thenew location,while malicious(or simplyun-
known) traf ¢ will continue o wing to the old location.
Our differencefrom SOS[21, 22], WebSOY7, 30, 48],
and Mayday[1], is that MOVE doesnhot requirea I-
teringperimeterto be constructedroundthetametsite;
insteadwe useprocessnigrationto move (andobscure)
the currentlocation of the attacled service,and “step-
ping stone”hoststo maintainconnectiity betweerthe
original site and the new location of the service. Ar-
chitecturally SOSintroducedthe generalideaof using



anoverlay and ltering to protectagainstsomeclasses
of DDoS attacks. WebSOSenhancedhe front-end of
the overlay (its interfacewith the remoteclients)to en-
ablemoreadhocinteractionghanSOSallowed. MOVE
concerndtself with the back-endof the overlay (its in-
terface with the protectedsites), remaoving the depen-
deny on network Itering. Our approachs similar to
the conceptof “hidden seners” in anorymity systems
suchasTor [37, 11], althoughour useof sener migra-
tionin MOVE allows usto protectagainsta largerclass
of attaclers.

No aspectof MOVE dependon the network infras-
tructure itself, althoughit makes certain assumptions
aboutthethreatmodel.In particulay (a) thereis anotion
of legitimateusess, (b) theattaclerscannottake over ar-
bitrary routersor eavesdropat will on arbitrarynetwork
links, and (c¢) thereexists a relatively large numberof
potentialhosting sites. We discusstheseassumptions
furtherin Section2.

Wheretheseassumption#old, we believe MOVE to
be the rst anti-DoSmechanisnthat doesnot require
ary additionalfunctionality from the network. We hope
to demonstrat¢hatby makingcarefulassumptionsind
relaxingthethreatmodelin realisticways,it is possible
to designefcient and effectiveprotectionmechanisms
thatdo notviolate prevalentsystemandnetwork design
principles. To that effect, we testour experimentalpro-
totypeon PlanetLalf36], a testbedor experimentation
with network overlays. As we shaw, the overlay mech-
anismincreasesnd-to-endateny by a factorof 2 to
3. Migratingawebsenerandits associatedtatecauses
lessthan 10 secondsof servicedisruptionfor the end
user andconnectity resumegransparentlyto the end
applicationsjn the caseof a VNC sener with substan-
tially morestate,the servicedisruptiontime rangesoe-
tweenl7and22 secondsTheattacleris left with noin-
dicationasto thenew locationof theservice thushaving
to eitherdistribute the attacktraf c amongvariouspo-
tentialtargetsor try to guesgshecorrecthostingsite. An
attacler that cannotguessthe new location fasterthan
10secondgfor thewebsener caseannotpermanently
disruptaccesso theservice.Similarresultsareobtained
whenmigratingaremotedisplayapplicationVNC. Fur
thermore,clients needto use MOVE only when their
connectyity to aserviceis disruptedunderregular net-
work conditions directaccesgo the senerswould typ-
ically be used,minimizing the performancempact of
MOVE.

The remainderof this paperis organizedasfollows.
Section2 gives an overvien of the MOVE systemar-
chitectureafter describingits components. Section3

describesour prototypeimplementationand Section4
presentsomepreliminaryexperimentaresults.We dis-
cussothermechanismshataddresshe DoS problemin
Section5, andconcludethe paperwith Section6.

2 SystemAr chitecture

We rst describethe threatand applicationmodels
underwhich our systemoperates.We thenpresenthe
MOVE architecturewhich useslement®f overlaynet-
working andprocessnigration.

2.1 Threatand Application Model

DoS attackscantake mary forms, dependingon the
resourcehe attacler is trying to exhaust. For example,
anattaclercantry to causehewebsenerto performex-
cessve computationpr exhaustall availablebandwidth
to andfromthesener. In all forms,theattacler'sgoalis
to dery useof theserviceto otherusers.Apartfrom the
anngancefactor suchan attackcan prove particularly
damagingfor time- or life-critical services(e.g., track-
ing the spreadof anreal-world epidemic),or whenthe
attackpersistsover several days. Of particularinterest
are link congestionattacks,wherebyattaclersidentify
pinch-pointdn thecommunicationsubstrat@ndrender
theminoperableby ooding themwith large volumesof
trafc. An exampleof an olvious attackpoint is the
location (IP addresspf the destinatiorthatis to be se-
cured,or the routersin its immediatenetwork vicinity;
sendingenoughattacktraf ¢ will causehelinks closeto
thedestinatiorto becongestednddropall othertraf c.

We assumehatattaclersaresmartenoughto exploit
featureof the architecturehataremadepublicly avail-
able.We do not speci cally considethow to protectthe
architecturegpinstattaclerswhocanin ltrate thesecu-
rity mechanismhatdistinguishedegitimatetrafc from
(llegitimate)attacktraf c: we assumehatcommunica-
tionsbetweeroverlaynodesemainsecuresothatanat-
tacker cannotsendillegitimate communicationsmask-
ing them as legitimate. In addition, it is concevable
thatmoreintelligentattaclerscould monitor communi-
cationsbetweemodesin the overlay and,basedon ob-
senedtrafc statisticsdetermineadditionalinformation
aboutthe currentcon guration. Suchattaclerswould
havetheability to sulvertarbitraryroutersand/oreaves-
dropatwill onnetwork links. As suchattacksarecon-
siderablymoredif cult thandenialof service,we con-
siderthem outsideour scope. In [56], the authorsan-
alyze our overlay architectureundera model allowing
for attaclersthatcancompromiserbitrarynodesn the
overlay, toward determiningthe identity of the beacon
and/orsecretservlets. They concludethat by layering



multiple overlaysontop of eachother onecantradeoff
increasedesistanceo suchattaclers with end-to-end
performance.

Our prototypeimplementatioris focusedon two ap-
plications(althoughnot limited to these):a web sener
andaremotedisplayaccesspplication(VNC) [39]. We
chosethe Web asanimplementatiormechanisnmdueto
thefacilitiesthatcommonsenersandbrowvsersprovide
andthe easewith which we could develop a prototype
implementation VNC is a goodexampleof anapplica-
tion thatmaintainsconsiderablstatethatcannotbeeas-
ily replicated,without being“storage-heay”. In gen-
eral,the applicationsve aremostinterestedn arereal-
time, sener-assiste@pplicationsandotherapplications
thatrequiresomestateto bemaintainedy thesenerbut
are not fundamentallystorage-orientedi.e., their pro-
cessingcomponenidominatesthe systemperformance
costs).Our systenmsupportsapplicationghatrequireac-
cessto a storageback-end by maintaininga “lifeline”
betweerthenew andtheold locationof theservice.The
servicecan accesghe storageback-endover this life-
line, with somelossof performancewhich we measure
in Section4. We discussthe lifeline in more detail in
Section2.2.1.

Note that applicationsthat do not require ary state
to be maintainedcan simply be load-balancedacross
several sites and contactedusing Anycast, RR-DNS,
etc. Likewise, content-delrery applicationscan use
data replication servicessuch as Akamai to increase
availability.

Finally, we assumehatthereexistsa numberof host-
ing sitesthatcanaccepthemigratingservice.Thesecan
be statically provisioned, e.g., througha co-operatie
agreemenamongvariousserviceproviders,or allocated
ondemandrom acommerciakntity selling (or renting)
CPUtime. In either case,we assumehat there exist
enoughsuchhostingsitesthat an attacler cannotsim-
ply overwhelmall of themwith a coordinatedDoS at-
tack. Insteadthe attacler cansuccessfullyattacksome
(small) percentagef suchsites.Notethatthesehosting
sitesare not part of the overlay itself. They only host
migratedservices,presumablyundersomecontractual
agreementvith the ownersof suchservices.

2.2 MOVE Architecture

Theoverallarchitecturef oursystenis shavnin Fig-
ure 1, andsharesseveral similaritieswith the architec-
tureof WebSO9H30, 7]. Fortheremaindenf thediscus-
sion,we will focusonwebclientsandseners,although
ourapproacltaneasilybegeneralizedo otherservices.

2.2.1 Sewersin MOVE

Seners that are to be protectedinform the overlay
of their currentlocation. Such seners are also au-
thenticatedusing a standardsecurity protocol suchas
SSL/TLS [10] with client certi cates, or IPsec[20].
Whena sener migratesto a new location,it simply in-
formstheoverlayof its new location. Notethatmultiple
seners,belongingto differentorganizationsmaybeus-
ing thesystematthesameime;thecerti catesthey hold
allow themto changethelocationstatusonly for them-
seles,i.e., they cannotcauseheoverlayto redirectand
capturea competitors trafc. We assumehe existence
of enougHocationsto chooseasthenew destinatiorthat
it is impracticalfor an attacler to simply attackeach
site and determine(basedon serviceresponsdaten)
which oneis hostinga particularservice;thatis, it will
take too long for an attacler to locatea serviceusing
that (or a similar) approachcomparedo how quickly
the systemcan migrateto a new location. We experi-
mentallyquantifythis delayin Section4.

However, notice that the processmigration mecha-
nism itself usesthe network, which is presumedo be
undera DoS attack. In keepingwith the spirit of the
e2edesign,we precludeuseof any form of QoS provi-
sioning(althoughsucharrangementsanbe very effec-
tive anddo not requirealot of overheadgsincethe end-
pointsare x edandknown a priori). Insteadwe assume
that eachhostingsite hasa secondarypotentially low-
bandwidthconnectiorto the Internetwith a differentIP
addresgeitherwith the sameor, betteryet, with another
ISP),whichis notadwertisedthroughBGP Thus,attack
trafc from outsidethe homelSP cannotreachthatin-
terface evenif theattacler knowsthis alternateaddress.

We alsorequire“steppingstones”in the samehome
ISP (but not necessarilyoperatedby the ISR i.e., they
canbe locatedin end-netverks), which allow the mi-
grating processto reacha hostthat can communicate
with othernodesoutsidethe homelSP. During process
migration,the sener binary and stateare saved (aswe
shall describein Section2.3), transferedto one of the
steppingstonesandthenceto a “random” hostingsite,
wherethe serviceis restarted The servicewill thenno-
tify theoverlayof its new location. Theoverlaywill then
redirecttrafc from legitimate clientsto this new loca-
tion. The steppingstonescanbe partof the overlay (ad-
mitting new clientsandrouting their traf ¢), dedicated
nodeshostingsitesthat usethe samehomelSR or ary
combinationof these.The only importantcharacteristic
is thatthey cancommunicatédeyondthe local ISE and
with thelSP-speci caddres®f theattacledsite. For ex-
ample,thelSP maybe usinginternallya net-10address



Figurel. Migrating Overlay systemarchitecture.

(i.e., anaddressn the private10.0.0.0/8 pre x) for
the secondanaddresf steppingstonesand protected
sites. Thesteppingstonenodealsousesatemporaryad-
dressthat belongsto the ISR thatis globally routable.
This addresss changedperiodically suchthat an at-
taclker cannottarget a steppingstonewith attacktraf-
c. Thus,we have createdan one-way communication
channethroughthe steppingstone(outsideconnections
throughit arepossible jncomingonesarenot).

Finally, a“lifeline” connectioris maintainedbetween
the new location andthe old location via the stepping
stone suchthatthemigratedservicecanaccessury stor
agethatis attachedto the old location. For example,
considera typical web sener such as the one shavn
in Figure2. In MOVE, we will migratethe front-end
web sener componentand usethe lifeline connection
to communicatéo the businesdogic anddatabaseom-
ponents. Although the steppingstones addressmay
changeover time, we canusetunnelingto maintainthe
connectiorwith the new location. We eventuallyintend
to useSCTPfor this connectionsincethis allows usto
easilydolive-connectiommigrationto anew IP address.
Sincethe secondaryink connectgo anothedSP (or we
ensuredhatit usesadifferentsetof links thanthe main
Internetattachmenpoint), the DDoS attackwill not af-

fectthelifeline. To avoid addingup to thelifeline over
headswhena sener is migratedseveral times, we col-
lapsethe lifeline by instructingthe previous (original)
steppingstoneto connecto the new location.

2.2.2 Clientsin MOVE

Whentheserviceis notunderattack,clientscancontact
it directly. Onceanattackis detectedr suspectede.g.,
throughlossof connectwity), trafc is divertedthrough
MOVE. Clientsthatwantto accesshe attacledservice,
contactary overlay node(an updatedist of which can
be publishedperiodically)andauthenticateisingoneof
severaltechniquesThe moststraightforvard approach,
usedin theinitial versionof MOVE, is to useSSL with
client certi catesthataresignedby the entity operating
the overlay, and authorizethe holdersto accessither
speci c or ary applicationsor senersusingthe overlay.
The drawback of using an authenticatiorprotocolis
thatwe mustknow in advancewho the legitimateusers
are,sothey canbe provisionedwith the appropriateau-
thenticationcredentialsThisis nota problemfor appli-
cationssuchasVNC, wherewe only wanttheauthorized
user(owner)to accessheservice.ln counteringdoSat-
tacks,however, we areoftenmoreinterestedn whether
a particularrequest(e.g., HTTP connection)originated
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from a humanuseror from a “DoS zombie” process,
thatis underthe control of the attacler. Fortunately it

is possibleto do so using Graphic Turing Tests(GTTSs)

[54], an exampleof which is shavn in Figure3. For

vision-impairedusersiit is possibleto useaudibletests
of a similar nature(e.g., type the word spelledin this

audioclip); we do not considersuchtestsfurtherin this

paper MOVE cansupportbothauthenticatedndGTT-

admittedclientssimultaneouslyaswe describein Sec-
tion 3.2.

The particular GTT realizationwe use is GIMPY,
which concatenatean arbitrary sequencef lettersto
form a word andrendersa distortedimageof the word
asshavn in Figure 3. GIMPY relies on the fact that
humanscanreadthe wordswithin the distortedimage
andcurrentautomatedoolscannot.The humanauthen-
ticatesherselfby enteringas ASCII text the samese-
guenceof lettersaswhatappearsn theimage.Although
recentadwancesin visual patternrecognition[31] can
defeatGIMPY, thereis no solutionto datethatcanrec-
ognizecomplicatedmagesor relationbetweenmages
like Animal-PIX. Althoughfor demonstratiompurposes
in our prototype describedn Section3, we useGIMPY,
we can easily substituteit with any otherinstanceof a
GTT. Oncea client haspassedhe GTT, they are pro-
videdwith a short-epirationcerti cate thatcanbeused
to accesghe overlay with TLS. We describetheimple-
mentationdetailsin Section3. Note thatit is possible
to provision userswith longetlived credentialspr just
provide themwith long-livedcerti cates,skippingGTT
authenticatioraltogetherthedravbackof thatapproach

Figure 3. Web-basedGraphic Turing Testusing
GIMPY . The challengein this caseis “wqyw”.

is thattheuseramustbeknown andprovisioneda priori.
We believe that with thesetwo authenticatiormethods
(certi cate-only and GTT), we can cover the majority
of usagescenarios. Although we are aware of social-
engineeringattacksagainst CAPTCHAS, note that we
arenot limited to theseasthe only form of authentica-
tion; aswe alreadymentioned,we can use certi cate
(andeven passwrd-basedputhentication.We canin-
tegrateadditionalauthenticatiormechanismsn the in-
frastructureasthey aredeveloped.

Authenticatedclients thenroute all their traf c over
the overlay, which redirectsit to the currentlocationof
the protectedservice. Note that the actuallocation of
asener is no longerimplied by the host-namecompo-
nentof the URL, or the IP addresghis resolesto. An
attacler that hasno accesgo the overlay cantry to at-
tackahostingsiteatrandom,or the IP addresshe URL
resohesto. In thatcase,the sener andall associated
stateis migratedto a new location. Alternatively, the
attacler cantarget the overlay itself. However, ashas
beenshavn by otherwork on which we baseour ap-
proach[21, 1], doing sois moredif cult asthe overlay
sizeincreases.

2.3 ProcessMigration

Procesamigrationis the ability to transfera process
from onemachineto another It is ausefulfacility in dis-
tributedcomputingervironments gspeciallyascomput-
ing devicesbhecomemore penasive andInternetaccess
becomesnore ubiquitous. Although mary approaches
have beenproposed27], achiezing processmigration



functionalityhasbeendif cult in practice.

For our systemwe useanapproactbasedn[33], by
effectively providing a thin virtualization layer, called
a POD, on top of the operatingsystemthat provides
a group of processewith a private namespace.The
sandbord procesggroup always seesthe samevirtual-
ized view of the system which associatesirtual iden-
ti ers with operatingsystemresourcesuchas process
identi ers andnetwork addressesThis decouplesand-
boxed processedrom dependenciesn the host oper
ating systemand from other processesn the system.
Thisvirtualizationis integratedwith acheckpoint-restart
mechanisnthat enableghe sandbord processeso be
migratedas a unit to anothermachine. Theseprocess
groupsareindependenandself-containedandcanthus
be migratedfreely without leaving behindary residual
stateafter migration,even whenmigratingnetwork ap-
plicationswhile preservingtheir network connections.
We canthereforeallow applicationgo continueexecut-
ing after migrationeven if the machineon which they
previously executedis no longer available. To sup-
port transparennetwork-connectionmigration, client-
sidesupportis requiredwhichis straightforvardto im-
plementon the overlay nodes(i.e., no changego client
(user)softwarearenecessary)For our prototypeimple-
mentation,this was not required,sincethe web model
allows for temporaryTCP connectionfailures. For ap-
plication domainswherethis is not an option, we can
augmenthe overlay nodesaccordingly We do not ex-
plorethis optionfurtherin this paper

The procesanigration systemis designedo support
migrationof unmodi ed legacy applicationswhile min-
imizing changeso existing operatingsystems.This is
doneby leveragingloadablekernel modulefunctional-
ity in commodity operatingsystemsthat allows us to
interceptsystemcalls as neededfor virtualization and
save and restorekernel stateas neededfor migration.
The system$ compatibility with existing applications
and operatingsystemsmales it simpleto deplg and
use.The systemis implementedasa kernelmodule,al-
lowing transparentnigrationamongseparatenachines
runningindependentersionf Linux (with unmodi ed
kernels).Note thatthesesystemsilo not needto sharea
single-systenimage.

In ourwebsenerexperimentsall thesenerprocesses
were containedin the samePOD. Whenmigratingthe
VNC ervironmentanumberof differentprocessewere
containednsidethe samePOD: the VNC sener itself,
X11 terminals,a webbrowser anda few otherapplica-
tions. We describethe con guration in more detail in
Section4.

2.4 Example of SystemOperation

To illustratethe useof our architecturdoy senersand
clients,we describethe stepshoth sidesmustundertale
to protecttheir communicatiorchannel:

A sener contactsary overlay node and informs
it of its location. The connectionis protectedby

SSL/TLS,andthe sener presentsa certi cate that
provesto the overlay its right to specifyalocation
for a particularhostname/URLThe overlay node
con rms thevalidity of the certi cate andinforms
othernodesin the overlay of the new location of

theservice Wewill discussn Section3themecha-
nismusedin our prototype.Thesener periodically
re-afrms its currentlocation.

A clientthatwantsto communicatevith theservice
contactsarandomoverlay node.After authenticat-
ing andauthorizingtherequestia the CAPTCHA
test, the overlay node securelyproxiesall trafc
from the sourceto thetarget. Alternatively, a pre-
authorizedclient that possessea valid certi cate
can connectto the overlay without requiring ary
userinteraction.As explainedin [48], thisstepmay
alsoinvolve sometype of paymeniby theenduser
or the serviceowner) to the entity managingthe
overlayinfrastructure Following the discussiorof
[1], anumberof overlay nodesmay beinvolvedin
therouting, dependingn the precisethreatmodel
and performancerequirements. For example, to
avoid thesituationwhereanattacler caneavesdrop
on an overlay nodeand determinethe location of
theservice we maywantto useatwo-hopoverlay
routing approachjf this is not a concernwe may
useone-hopredirectioninstead. Alternatively, we
canusefull Chord-like routing[50] asin SOS[21],
obscuringtrafc patterns.

When an attack is detected,the sener process
is suspendednd migrated,using the systemde-
scribedin Section2.3. A randomhostingsite is
selectedand, after queryingits currentstatuswith
respecto DoS attacksand other suspiciousactiv-
ity, the sener is migratedthere. To performthe
migration, a “stepping stone” host that residesin
the samelSP as the sourcehosting site is used,
to achieve routability from anunpredictablesource
addresgonethat cannotbe attacled from outside
theISP).

Following the analyse®f [21] and[1], the schemds
robust against DoS attacksbecausehereexists no de-
pendeng on ary individual link, router overlay node,



or hostingsite. If a nodewithin the overlayis attacled,
the nodesimply exits the overlay and clients switch to
a newv node. No nodeis more importantor sensitve
than others. Given “enough” redundang, an attacler
is left with the optionsof splitting their attackamongall
possiblehostingsitesand steppingstones,or trying to
guessthe currentlyusedlocationandfocustheir attack
there. How muchconstitutes'enough” dependson the
expectedseverity of attacks;we intendto quantify this
in future work. Intuitively, and given the attacksthat
have beenseenon the Internetso far, we expect15 to
20distinctandwell connectedhostingsitesplusasmall
numberof steppingstonesfor eachto be sufcient in
making even large attacksinfeasible. We intendto ex-
tendourpreliminaryanalysigrom [21] for thisscenario.

In [21], we performeda preliminary analysisusing
simplenetworking modelsto evaluatethelik elihoodthat
an attacler is ableto preventcommunicationgo a par
ticular target. Thislikelihoodwasdeterminedisa func-
tion of the aggrejatebandwidthobtainedby anattacler
throughthe exploitation of compromisedsystems.The
analysisincludedan examinationof the capabilitiesof
staticattaclerswho focusall their attackresource®n a
x edsetof nodes,aswell asattaclerswho adjusttheir
attacksto “chaseafter” the repairsthattheir systemm-
plementswhenit detectsan attack. We demonstrated
that even attaclers that are able to launchmassve at-
tacksarevery unlikely to prevent successfutommuni-
cation. For instance attaclerscapableof launchingde-
bilitating attacksagainst50%of thenodesn theoverlay
have roughly onechancen onethousandf stoppinga
given communicatiorfrom a client who canaccesghe
overlay througha small subsetof overlay nodes. The
samesecurity analysisappliesto MOVE, by reducing
it to an instanceof SOS:let the hostingsite be equiv-
alentto the SOS “secretservlet” nodes;in both SOS
andMOVE, an attacler mustcorrectly guessthe iden-
tity of thelocation/servletbothof whichlie in thesame
namespacg|P address)Keepingthedetailsof theover
lay itself the samebetweenthe two approachesit is
easyto seethe equivalenceof the two from ananalysis
viewpoint. However, unlike SOSand Mayday MOVE
achievesits propertiesvithoutary supportfrom thenet-
work infrastructure.

3 Implementation

Sinceour MOVE prototypeusesChord[50] astheun-
derlyingoverlaynetwork, we rst brie y describeChord
andthenexpandon theimplementatiorof MOVE.

3.1 Chord

Chord can be viewed as a routing servicethat can
be implementedatop the existing IP network fabric,
i.e,, asa network overlay Consistenthashing[18] is
usedto mapan arbitraryidenti er to a uniquedestina-
tion nodethat is an actve memberof the overlay In
Chord,eachnodeis assigneag numericalidenti er (ID)
via a hashfunction in the range[0; 2™] for somepre-
determinedvalue of m. The nodesin the overlay are
orderedby theseidenti ers. The orderingis cyclic (i.e.,
wrapsaround)andcanbe viewed conceptuallyasa cir-
cle,wherethenext nodein theorderingis the next node
alongthecircle in the clockwisedirection.

Eachoverlay node maintainsa table that storesthe
identitiesof m other overlay nodes. Thei™ entryin
thetableis the nodewhoseidenti er x equalsor, in re-
lationto all othernodesn theoverlay, mostimmediately
followsx+ 2 1 (mod 2™). Whenoverlaynodex re-
ceivesa pacletdestinedor ID v, it forwardsthe paclet
to the overlay nodein its table whoselD precedesy
by the smallestamount. The Chordalgorithmroutes
paclets aroundthe overlay “circle”, progressiely get-
ting closerto the desiredoverlay node. O(m) overlay
nodesarevisited. Typically, the hashfunctionsusedto
mapnodesto identi ers do not attemptto maptwo ge-
ographicallyclosenodesto nearbyidenti ers. Hence,jit
is oftenthe casethattwo nodeswith consecutie identi-
ers aregeographicallydistantfrom oneanothemwithin
the network. The Chordserviceis robustto changesn
overlay membershipandeachnodes list is adjustedo
accountfor nodesleaving andjoining the overlay such
thatthe above propertiescontinueto hold.

MOVE usesthe hostnameof the tamet (i.e., web
sener) asthe identi er to which the hashfunction is
applied. Thus, Chord candirecttrafc from ary node
in the overlay to the nodethat the identi er is mapped
to, by applying the hashfunction to the target's host
name. This nodeis simply a uniquenodethat will be
eventuallybe reachedafterupto m = logN overlay
hops, regardlessof the entry point. For ary particular
service this nodewill alwaysknow its currentlocation.
If this nodeis for somereasondroppedfrom the over-
lay, a newv node(the onewith an addresslosestto the
hashof the services hostnamewill subsumaeits role,
andprovide location-resolutiorservicesfor thattarget.
The new nodewill learn of the services currentloca-
tion throughthe periodicre-con rmationmessagesent.
Thus,locationinformationdoesnot needto be ooded
to all nodesof the overlay network, which would make
it dif cult to supportlarge numbersof serviceswithout
compromisingeliability androbustnesgo attack.



3.2 MOVE Implementation

Our prototypesystemis basedon WebSOS[30, 7].
Eachoverlaynodeis responsibldor resolvingtheloca-
tion of therequestederviceandcreatingasecuritycom-
municationtunnelwith it. To thatend,we useChordto
distribute the locationinformationfor eachsite: whena
serviceinforms MOVE of its currentlocation, its host-
nameis hashedandthe nodethusindicatedis informed
of the location. In that sensethis nodeactsin a man-
neranalogouto SOSbheaconnodes.Similarly, whena
MOVE nodeneeddo forwardalegitimateusersrequest
totheservicejt hashesheservicehostnameandsendsa
gueryto the Chordnodewhoseaddresss closesto the
hashresult. Thus,in contrasto [7] and[21], ratherthan
transportingherequestindresponseghroughthe Chord
overlay, only routinginformationtravelsthroughit; data
connectionsare proxied directly to the protectedser
vice's location. The informationis cachedand period-
ically refreshedby consultingthe authoritatve MOVE
nodefor thattarget.

Whena new request(in the form of anew TCP con-
nection)is recevved,the MOVE nodeto whichtheclient
is connected(called an accesspoint) rst checksthe
local cachedatabasdor the currentlocation of the re-
guestedservice.lf thelookupsucceedsheaccespoint
opensa nen SSL connectionto a randomoverlay node
(to borrowv from SOSterminology a “secretservlet”),
which allows usto avoid someof the earesdroppingat-
tacksidenti ed in [1]. Thus,atwo-way communication
channels establishethetweertheclientandtheservice,
throughthe overlay Authenticationof the userby the
overlayis accomplishedhroughSSL. Authorizedusers
areissuedX.509 [5] certi cates signedby the MOVE
accesgoint that administeredhe GTT. Thesecerti -
catesare only valid for a limited time (30 minutes),
after which the usermust passanotherGTT. Further
more, the certi catesare boundto the IP addresfrom
which the GTT authenticationrcame,and can only be
usedwith the speci c MOVE accesgoint. Thus,anat-
tacker cannotsimply authenticatenceandredistribute
the samecerti cate to a large numberof attackzom-
bies. Eachoverlay nodealsocommunicatesvith other
MOVE nodesover SSL connectionslf thelookupfails,
theaccespointqueriegheresolvingnode,asdescribed
previously.

Whena requestis issuedby the client for a speci c
servicejt is tunneledhrougha seriesof SSL-encrypted
links to the tamget, allowing the entire transmissiorbe-
tween the requesterand tamget to be encrypted. The
SSL connectionsbetweenMOVE nodesare dynami-
cally establishedas new requestsare routed. To ac-

complishthis, we wrote a port forwarderthat runson

the users system,acceptsplain-text proxy requestdo-

cally, andforwardsthemusing SSL to the accesgoint
node. This is implementedas a Java appletthat runs
insidethe browserthat a userusesto authenticaténim-

self. This Java appletis responsibldor encryptingand
forward to the accesspoint requestsrom ary service
initiated by the clientandcanbe con guredto accepta
proxy. This lastrequirementanbe remoredif we use
interceptionof the socket communicatiorat the operat-
ing systemlevel.

Thus, to use MOVE, an authorizedusersimply has
to accessary accesgoint, successfullyrespondto the
GraphicTuring Testchallengedownloadtheapplet,and
setthe serviceproxy settingsto the localhost,asshavn
in Figure4. Java appletstypically cannotcommunicate
with ary hostotherthanthe onethey weredownloaded
from, but this is not a problemin our case. If the user
repliessuccessfullythewebsenerconnectdo aDBMS
system(local or remote)andassociatean RSA key and
acerti cate with thehost. Thekey/certi cate areunique
per IP and have an expiration time that canbe con g-
uredby the systemadministratar The useris prompted
to downloada signedappletthatrunslocally usingone
browserwindow andcontactdheWeb Senervia atem-
poraryHTTPSconnectiorto fetchthe X.509 certi cate.

Theappletthenstartdisteningfor serviceconnections
on a local ports (e.g., 8080) and establishesan SSL-
tunnelconnectiorwith the sener runningontheaccess
point (or elsevhere sincethe signedapplethasthe abil-
ity to connecto ary sener by changingthe Java Policy

les ontheusers'machine).The proxy sener matches
the X.509 certi cate andthe IP from client to the pri-
vate key obtainedfrom the DBMS systemand allows
the connectionto be proxied. The only impositionon
theuseris thathe/shemustchangethe Proxy settingsof
the local browserto point to the soclet that listensfor
the applets. The samecon guration is usedwhen us-
ing VNC, with the proxy forwarding VNC ratherthan
HTTPtrafc.

Theaccespointcacheshesener'slocationfor usein
futurerequestsThatinformationis timedoutafterape-
riod of timeto allow changeso propagtecorrectly The
samebasicmechanismis usedby servicesto announce
their presenceo (and periodically updatethe informa-
tion storedby) their correspondingesolvingnodes.

In a DoS attack, the target sener migratesto a
randomly-chosetocation and, oncethere, noti es the
overlay of its new location. The migrationis doneusing
the procesamnigrationmechanisnwe describedn Sec-
tion 2.3. Systemmigrationis largely implementecasa



Figure4. MOVE client sessioninitiation diagram.

loadableLinux kernelmodule.In oursystemthismech-
anismwasusedto load andcheckpointthe Apacheand

VNC senersrespectiely, creatingthenecessarimages
of therunningprocessesTheseprocessmageswhich

includedthe currentprocessstate werethentransfered
to theremotesener andrestarted.

4 Experimental Results

To evaluate MOVE's impact on performanceand
availability, we deployed the prototypeimplementation
onanumberof PlanetLainoded36], distributedacross
the Internet. We measured(1) the impact of using
MOVE to the client's end-to-endateng, (2) the delay
in making a sener available again at a new site once
a DoS attackhasbeenlaunchedand (3) the impactof
the lifeline connectionto the sener's performance.In
ourexperimentsyve usedthefollowing entities(seeFig-
ure4):

A nodeactingasthe client, using an off-the-shelf
webbrowser

An http target sener (Apache)anda VNC sener,
in two separatexperiments.

A setof PlanetLalmodesparticipatingin the over-
lay network and providing the necessarytraf c
redirectionfacilities.

A migration sener, to whichtheseneris migrated
fromits originallocationwhenattacled.

In our experimentsthe legitimate client waslocated
inside Columbia University's network and the trafc
wasredirectedrom variousnodesinsidethe PlanetLab
network toward the web andVNC seners,which were
initially locatedon the local (Columbia)network. We
deployed the MOVE implementationon 76 PlanetLab
nodeswhichformeda Chordring, perourdiscussionn
Section3.

To determinethe end-to-endatengy experiencedby
a client using our system we usedthe MOVE overlay
to contactvariousweb senersanddownloadtheinitial
page.Theresultsareshovn in Tablel. The difference
in performanceover previous work that usedthe same
benchmarl{7] is dueto the factthattrafc in MOVE
only traversestwo overlay nodes, as opposedto the
full Chordoverlay, meaningfewer redirectiondetween
overlaynodes.As shavn in [28], theincreasen lateny
is typically dominatedby the end-to-endcommunica-
tion overheads. An additionaldelay costis the SSL-



Table 1. Latency (in seconds)when contacting a
number of web serers directly and while using
MOVE; in all cases,we download the initial web
page. The last column shows the factor increasein
latency The testingwasperformed on a 76 nodesub-
setof the PlanetLab testbedusingthe Chord overlay.
The numbers are averagedover 25requests.

Sener Direct | MOVE | Ratio
Yahoo! 1.32 3.67| 2.78
VeriSign 341 6.77| 1.98
BBC News 1.11 3.17| 2.85
Microsoft 1.51 4.01| 2.65
Slashdot 3.66 7.21| 1.96
FreeBSD 1.49 3.81| 2.55

Table 2. Delay in re-establishingavailability after
disruption (due to DDoS) for an httpd serer, mi-
grated from the initial siteto a co-locatedserver (us-
ing NFS/UDP and SHFS/TCP),and to a remotesite
(using SHFS).The sizeof the sever statewas9.8MB
on average. We also include the round-trip latency
betweenthe targetand migration sewersin all cases.

Migration RTT Migration
Sener Lateny Time
Co-locatedNFS) | 1.02ms| 0.761s
Co-locatedSHFS) | 1.02ms| 1.162s
U. Penn(SHFS) 10.6ms| 6.632s

processingverheadrom thegeneratiorof the SSLtun-
nelandtheencryptionof thedatafrom clientto theover
lay andinsidethe overlay; useof cryptographiacceler
atorsmayfurtherimprove performanceén thatarea23].
To measurethe delay in re-establishinghe sener's
availability, which is the time during which a client us-
ing MOVE experiencesservicedisruption,we usedan
Apachehttpd sener runningunderthe default con gu-
ration. The sener, initially locatedinsideour local net-
work, was moved to the migration sener. The stateof
the sener processesmountedo 9.8 MBytes on aver
age. We measuredhe migrationtime in the following
caseswhenthe migrationsenerwaslocatedinsideour
local network, and whenthe migration sener was lo-
catedat the University of Pennsylania, approximately
11 hopsor 10msping time away (over Internet2). In
both scenariosthe state les weretransferedusingthe
(SecureSHell FileSystem(SHFS)[46], which operates
over the popular SSH/SCPprotocol suite. We chose

SHFSbecausef its easeof installationand use; other
lesystems,suchasLBFS [32] or CODA [41] canalso
be usedinsteadSHFS.For thelocal-migrationcase we
usedNFS (over UDP) asa secondway of transferring
state. We shaw theresultsin Table2. The availability
delayvariesbetweerll secondo 6:6 secondsasround-
trip times increasefrom 1ms (for the local-migration
case)to 10ms. We believe thatthis level of disruption
is acceptablén the presencef a DoS attack,whenthe
alternatve is total lossof service.Onemayobsene that
an attacler may be consideredsuccessfuln somesce-
nariosif they cancauseservicedowvntime of 7 seconds
evenfew minutes,if only becausehe enduserswill be
annged. One possibility we planto examinein future
work is the useof “hot spares’that are kept synchro-
nizedwith the live serviceandto which we candivert

traf c atsortnoticethroughMOVE.

To betteranalyzethe contrikution of thelifeline con-
nectionto the overall lateny for large interactive, non-
cachingapplicationslike thin clients, we constructed
the following experiment: initially, a VNC [39] sener
is locatedon the target sener. The client connects
via MOVE and createsa VNC sessionconsistingof
Mozilla browser Gaim Instant MessengerKword, a
PS/PDFviewer andtwo terminalsconnectedo the tar-
get sener. Upon detectionof the attack, we check-
pointedthePODcontainingthe VNC sessiorandsener,
transferedhe stateto the migrationsener andrestarted
it. The statetransferedo the migratesener amounted
to 55.9MBytes. For themigration,we usedaco-located
sener, Site 1, andtwo remoteseners, Site 2 and Site
3, with differentnetwork proximity to the targetsener.
Figure 5 shavs the averageavailability delay for this
scenariowhichis dominatedy thetransferof the POD
state;the relatively small checkpointand restartover-
headgemainconstanfor all experiments.

In addition, the underlying le-access mechanism
seemsto play a signi cant role, especiallywhen we
establisha low-bandwidthlink betweenthe target and
the migrationsener. Accessinghetamet's databaser
le systenwia thelifeline canalsoincreasehe end-to-
end lateng. For seners that are either co-locatedor
connectedhrougha low-lateng link (<5ms), we can
useNFS/UDPsinceit is fastandreliable. However, if
the establishedconnectionis of high lateny (and low
bandwidth) NFS/UDPbecomesinresponsie. To mea-
surethe performanceof our systemwhenusinga high-
lateny connection,we insteadused SHFS. Figures6
and7 showv theaverageroundtrip time (RTT) andeffec-
tive throughputrespectiely for all the migration sites.
We can seethat as we increasethe distancebetween



Figure 5. Averagemigration time (in secondsfor a VNC sewer migratesto a co-locatedserver (Sitel) and to remote
sewvers (Site2 and Site 3) using NFS/UDP and SHFS/TCP using a tunnel thr ough the lifeline. We obsewe that the
total time is dominated by the transfer time. Prior to the migration the VNC sewer wasrunning Mozilla browser,
Gaim, Kword, PS/PDFviewer and two terminal applications.

the target and the migration sener, we have a propor
tional decreasén the averagedatathroughput.Figure7
shaws thatwhenwe useNFSto connectthe targetand
migrationsenersfor Site 1, we achieve betterthrough-
putcomparedo usingSHFS.

Choosinga le-accessmethodto connecthroughthe
lifeline dependsboth on the network proximity of the
migrating site and the maximum network lateny al-
lowed by the applicationwe migrate. For thin-client
applicationslike VNC, all the applicationsare already
loadedprior to migration and the user communicates
with the tamget sener only to reador write datafrom
within an application. Thus, the lifeline utilization is
relatively low, allowing for relatively smoothoperation
underconditionsof high network lateng. For applica-
tionsthataccesshe lesystemfrequently suchasHTTP
seners,it is necessaryo useanetwork le systemwith
goodcachingcharacteristicskor databasapplications,
we needto ensurethatthe lifeline cansustainthe load
from the migratedmiddlewvare sener to the back-end
databassener.

5 RelatedWork

As aresultof its increasegopularityandusefulness,
thelnternetcontainshothinterestingargetsandenough

maliciousandignorantuserghatDoSattacksaresimply

not going to disappeaion their own; indeed,although
the presshas stoppedreporting suchincidents, recent
studieshave shavn a surprisinglyhigh numberof DoS

attacksoccurringaroundthe clock throughouthe Inter-

net[29]. Worse,the Internetis increasinglybeingused
for time-critical applications. A further compounding
factoris the susceptibilityof the basicprotocols(i.e., IP

andTCP)to denialof serviceattackd45, 14, 42).

The needto protectagainstor mitigate the effects of
DoS attackshasbeenrecognizedby both the commer
cial and researchworld. Somework hasbeendone
toward achiezing thesegoals, e.g., [16, 8, 44, 43, 13,
47, 51, 26]. Thesemechanismg$ocuson detectingthe
sourceof DoS attacksin progressandthen countering
them, typically by “pushing” some ltering rules on
routersas far away from the target of the attack (and
closeto thesourcespspossible. The motivationbehind
suchapproachesasbeentwofold: rst, it is concep-
tually simpleto introducea protocolthat will be used
by a relatively small subsebf the nodeson the Internet
(i.e., ISProuters),asopposedo requiringthe introduc-
tion of new protocolsthatmustbedeployedandusedby
end-systemsSecondthesemechanismarefairly trans-
parentto protocols,applications,and legitimate users.
Unfortunately thesereactve approacheby themseles



Figure 6. Round Trip Time (RTT) betweenthe
target sewver and the migration siteswhen using
the lifeline tunnel. Notethat the Y axisusesloga-
rithmic scale.

are not adequatesincelarge-scalecoordinationacross
multiple administratve domainds not alwayspractical.
The D-WARD system[38] monitorsoutgoingtrafc
from agivensourcenetwork andattemptdo identify at-
tacktraf c by comparingagainstmodelsof reasonable
congestioncontrol behaior. The amountof throttling
onsuspicioudrafc is proportionalo its deviation from
the expectedbehaior, as speci ed by the model. In
COSSACK [34], participatingagentsat edgenetworks
exchangeinformation aboutobsered trafc and form
multicastcliquesto coordinateattacksuppression An
interestingapproachs that of [17], which proposesan
IP hop-count-basedter to weedout spoofedpaclets.
The rationaleis that mostsuchpacletswill not have a
hop-count(TTL) eld consistentith the IP addresses
beingspoofed.n [15], theauthorsusea combinationof
technigueshatexaminepacletcontentsfransientramp-
up behaior andspectralanalysisto determinewhether
an attackis single-or multi-sourcedwhich would help
focusthe efforts of a hypotheticalanti-DoSmechanism.
A variant of the paclet marking approachesreates
probabilisticallyunique path-markson paclets without
requiringroutercoordinationend-host®r re walls can
then easily Iter out paclets belongingto a path that
exhibits anomalousbehaior [57]. Although this ap-
proachavoids mary of thelimitations of the puremark-
ing schemesdt requireghatcorerouters‘touch” paclets

Figure 7. Average data throughput in MB/sec
whenaccessindargetsewer les fromthe migra-
tion sitesusing the lifeline tunnel. Notice that as
we increasethe network distance,we have a pro-
portional decreasein the average data thr ough-
put

(ratherthan simply switch them),andassumeshat the

limited resourcds the taget's CPU cycles, ratherthan

the availablebandwidth(i.e., preventingthe DoS attack

is “simply” amatterof quickly determiningwvhich pack-

etsthe sener shouldignore). In our work, we assume
thatthe scarceresourcds bandwidth. Collins and Re-

iter [6] presenanempiricalanalysisof severaldifferent

anti-DoStechniquegincluding Pi [57] andHop-Count
Filtering[17]) thatuse Iters nearthetargetof anattack,

usingtracesof real DDoSattackso simulatetheimpact

of the lters ontheattacktraf c.

[35] describesltering outsource-spoofefdacletsin-
sidethe Internetcore,anddiscusseshe effectivenesf
this approach. The authorssuggestpiggy-backingon
BGPto propagtethe necessarynformation. DDoS at-
tacksusing real IP addressesre not affected by this
scheme.

[19] proposeausing Class-Basedueuingon a web
load-balanceto identify misbehaing IP addresseand
placethemin lower priority queuesHowever, mary of
the DDoS attackssimply causecongestiorto the web
sener'saccessink.

Another approachto mitigating DoS attacksagainst
information carriersis to massvely replicatethe con-
tentbeingsecuredaroundthe entirenetwork, e.g., [49].
To prevent accesdo the replicatedinformation, an at-
tacker mustattackall replicationpointsthroughoutthe



entirenetwork — ataskthatis considerablymoredif -
cult thanattackinga smallnumberof, often co-located,
seners.Replications apromisingmeango preserein-
formationthatis relatively static,suchasnews articles.
However, thereareseveralreasonsvhy replicationis not
alwaysanideal solution. For instance the information
may requirefrequentupdatescomplicatinglarge-scale
cohereng (especiallyduring DoS attacks),or may be
dynamicby its very nature(e.g., a live web-cast).An-
otherconcernis the securityof the storedinformation:
engineering@highly-replicatedsolutionwithoutleaksof
informationis a challengingende&or.

An extensionof theideasof SOS[21, 7, 30] appearsn
[1]. Therethetwo mainfacetsof the SOSarchitecture,

Itering and overlay routing, are explored separately
andseveralalternatve mechanismsreconsideredlt is

obsenedthatin somecasesthevarioussecurityproper

tiesofferedby SOScanstill be maintainedusingmech-
anismsthat are simpler and more predictable. How-

ever, somesecond-ordeproperties,suchasthe ability

to rapidly recon gurethe architecturen anticipationof

or in reactionto a breachof the ltering identity (e.g.,

identifyingthe secretservlet)arecompromisedin most
otherrespectsthetwo approachearevery similar.

A systemnrsimilarto MOVE is proposedn [24], where
senersarehiddenamongalargenumberof honepotsA
continuouslychangingsubsebf thesenersis active and
providing service switchingto hone/pot modewhenan
attackis detected An overlayis responsibldor routing
legitimateclientsto the currentlyactive seners,andthe
systemis evaluatedvia a setof simulations.

Gligor [12] proposesthe use of a sener that can
producetickets at line speeds. Clients must obtain a
ticket from this sener beforethey are allowed to ac-
cessa protectedservice. The approachis gearedto-
wardsapplication-leel DoSprotectionwith someother
mechanismsuchas SOSor Pushbackusedto address
network-level DoS attacks. Andersonet. al [2] sub-
sequentlyproposeda similar systemfor useat the net-
work layerof aninternet-like architecturedesignedvith
acleanslate,assuminga distributedtoken sener archi-
tectureandrate-limiting/ ltering traf c onroutersbased
onthesetokens.Anothersimilarideaappearsn [25].

The NetBouncerproject [53] considersthe use of
client-legitimacy testsfor ltering attacktrafc. Such
testsinclude paclet-validity tests(e.g., sourceaddress
validation), o w-behaior analysis, and application-
speci c tests,includingGraphicTuring Tests.However,
sincetheirsolutionis end-pointasedit is susceptibléo
large link-congestionattacks.[58] is the rst systemto
createstatelesso w ltering by having eachrouteradd

“capabilities”to pacletsthattraversethem;therecever
of thesepacletsis then responsiblefor sendingthese
capabilitiesto its peers,which will allow themto send
trafc at higherrates(privilegedtrafc). Unprivileged
traf ¢ is limited to afractionof theavailablebandwidth;
thus, althougha DoS attack can prevent nev connec-
tionsfrom beingestablishedby overloadingthecontrol
channelusedto communicatehesecapabilities) exist-
ing connectionwill beunharmed.

[3] examinesseveral differentDDoS mitigationtech-
nologiesand their interactions. Among their conclu-
sions,they mentionthatrequiringthe clientsto do some
work, e.g., [9], canbeaneffective countermeasurgyro-
vided the attacler doesnot have too mary resources
comparedo the defender Wangand Reiter[55] intro-
ducedtheideaof apuzzleauctionasaway to easesome
of the practicaldeploymentdif culties, e.g., selecting
theappropriatéhardnessor the puzzles.Their intuition
is to let clientsbid for the resourcedy tuningthe dif -
culty of the puzzlesthey solve. Whenthe sener is at-
tacked, legitimate clients graduallyincreasetheir bids
(puzzledif culty), eventuallybringingthe costoutside
the adversarys capabilities. The authorservision com-
biningtheirschemavith someanti-DoSmechanisnthat
counteractsolume-basedttackq16, 57, 21].

6 Conclusions

We describedMOVE, an architecturefor protecting
speci ¢ classesof software services,such as a web
sener, from network-baseddenial of service(DoS) at-
tacks,without requiringary additionalfunctionality to
be placedinside the network. We believe our work to
bethe rst to demonstratehatit is possibleto counter
network DoSattackswithout requiringsupportfrom the
infrastructuratself.

MOVE combines a network overlay with a
lightweight process-migration mechanism.  The
overlaynodesacceptconnectiongrom legitimateusers,
and route their trafc to the current location of the
service. Our de nition of legitimate is e xible, and
can vary from usersauthenticatedvith cryptographic
credentialsto Graphic Turing Tests, which simply
distinguishbetweerhumansandautomatedombies.If
a serviceis attacled, it is migratedto a new, randomly
selectedlocation. An attacler is left with the option
of splitting the attacktrafc to all potentialtamgets,or
trying to guesghecurrentactive location.

We useour prototypeimplementatioron the Planet-
Lab testbed,which allows us to distribute the MOVE
nodesacrosghelnternet.In aseriesof experimentswe
shav thattheend-to-endateng imposedoy MOVE can



beaslow asafactorof 2 to 3 higherthandirectcommu-
nicationbetweerclient andsener, which we believe is
anacceptableostwhendealingwith DoS attacks.The
servicedisruptionto the enduser thatis thetime to mi-
grateanattacledservice rangesrom 10to 25 seconds,
dependingon the locationof the migrationsener. Our
plansfor future work include eliminating (or minimiz-
ing) the needfor steppingstonesandanalyzingthe se-
curity of the systemagainstdifferentadwersarialmodels
[56].
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