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Abstract

We presenta solution to the denial of service(DoS)
problem that doesnot rely on network infrastructure
support,conformingto theend-to-end(e2e)designprin-
ciple. Our approach is to combinean overlaynetwork,
which allowsusto treatauthorizedtraf�c preferentially,
with a lightweight process-migration environmentthat
allowsusto moveserviceseasilybetweendifferentparts
of a distributedsystem.Functionalityresidingona part
of thesystemthat is subjectedto a DoSattack migrates
to an unaffectedlocation. Theoverlaynetworkensures
that traf�c fromlegitimateusers,whoare authenticated
before they are allowedto accessthe service, is routed
to thenew location. We demonstrate the feasibilityand
effectivenessof our approach by measuringthe perfor-
manceof an experimentalprototypeagainst a series
of attacks usingPlanetLab,a distributedexperimental
testbed.Our preliminary resultsshowthat the end-to-
endlatencyremainsat acceptablelevelsduring regular
operation, increasingonlybya factorof 2 to 3, evenfor
large overlays. Whena processmigratesdueto a DoS
attack, the disruption of servicefor the end user is in
the order of a few seconds,dependingon the network
proximityof theservers involvedin themigration.

1 Intr oduction

Oneof thefundamentaltenetsof Internetdesignis the
end-to-end(e2e) principle [40], which statesthat func-
tionality shouldbeplacedascloseto thenetwork edges
as possible,keepingthe network core focusedon the
task of routing packets. While this hasarguably con-
tributedto the successof the Internet,it hascreatedan
ideology that resistsmechanismsthat requiredeploy-
ment in the interior (core) of the network. Examples
of suchtechnologiesincludesomeformsof QoS[4] and
active networking [52].

Recenteventshaveelevatednetwork denialof service

(DoS)attacksto a �rst-order securitythreat.While sev-
eralmechanismstosuppressorcountertheireffectshave
beenproposed[16, 44, 47, 51, 38, 35, 21, 53], so far
nonehasbeenwidely adopted.Onecharacteristicthese
mechanismsshareis their dependenceon elementsof
thenetwork infrastructure.Furthermore,it hasbeenar-
guedrecently[12] that thenetwork DoSproblemis in-
herentlyimpossibleto solve without infrastructuresup-
port. This may provide someinsight as to the lack of
deploymentof any of thesemechanisms.Thequestion
weexaminein thispaperis whetherit is possibleto pro-
vide a practical solution to the networkDoS problem
thatdoesnot requiresigni�cant (or any)cooperationby
networkproviders (ISPs).

We presentMigrating OVErlay (MOVE), a system
thataimsto provide ane2e-compatibleanti-DoSmech-
anism. Our approachis to separate“good” traf�c from
unknown traf�c, andtreatthe formerpreferentially, us-
ing an overlay network in a mannersimilar to SOS
[21,22, 7, 30] but withoutusingpacket �ltering. MOVE
nodesare locatedat edgenetworks, requiring no in-
frastructuresupport. Traf�c is differentiatedon a per-
sessionbasis,usingcryptographicauthenticationand/or
GraphicTuring Tests(GTTs) to determinevalid users
(which may simply mean “humans”). The overlay
routestraf�c from legitimate usersto the currentnet-
work locationof theprotectedservice.Whenanattack
againstthehostingsiteis detected,weusea lightweight
process-migrationmechanismto re-locatetheserviceto
anunaffectedsite. Legitimatetraf�c is routedtranspar-
entlyto thenew location,while malicious(or simplyun-
known) traf�c will continue�o wing to theold location.
Ourdifferencefrom SOS[21, 22], WebSOS[7, 30, 48],
andMayday [1], is that MOVE doesnot requirea �l-
teringperimeterto beconstructedaroundthetargetsite;
instead,weuseprocessmigrationto move(andobscure)
the currentlocationof the attacked service,and“step-
ping stone”hoststo maintainconnectivity betweenthe
original site and the new location of the service. Ar-
chitecturally, SOSintroducedthe generalideaof using



an overlay and�ltering to protectagainstsomeclasses
of DDoS attacks. WebSOSenhancedthe front-endof
theoverlay (its interfacewith theremoteclients)to en-
ablemoreadhocinteractionsthanSOSallowed.MOVE
concernsitself with theback-endof theoverlay (its in-
terfacewith the protectedsites), removing the depen-
dency on network �ltering. Our approachis similar to
the conceptof “hidden servers” in anonymity systems
suchasTor [37, 11], althoughour useof server migra-
tion in MOVE allows usto protectagainsta largerclass
of attackers.

No aspectof MOVE dependson the network infras-
tructure itself, althoughit makes certain assumptions
aboutthethreatmodel.In particular, (a) thereisanotion
of legitimateusers, (b) theattackerscannottakeoverar-
bitrary routersor eavesdropat will on arbitrarynetwork
links, and(c) thereexists a relatively large numberof
potentialhostingsites. We discusstheseassumptions
furtherin Section2.

Wheretheseassumptionshold, we believe MOVE to
be the �rst anti-DoSmechanismthat doesnot require
any additionalfunctionalityfrom thenetwork. We hope
to demonstratethatby makingcarefulassumptionsand
relaxingthethreatmodelin realisticways,it is possible
to designef�cient andeffectiveprotectionmechanisms
thatdo not violateprevalentsystemandnetwork design
principles.To thateffect, we testour experimentalpro-
totypeon PlanetLab[36], a testbedfor experimentation
with network overlays.As we show, theoverlaymech-
anismincreasesend-to-endlatency by a factorof 2 to
3. Migratingawebserverandits associatedstatecauses
lessthan 10 secondsof servicedisruptionfor the end
user, andconnectivity resumestransparentlyto theend
applications;in thecaseof a VNC server with substan-
tially morestate,theservicedisruptiontime rangesbe-
tween17and22seconds.Theattacker is left with noin-
dicationasto thenew locationof theservice,thushaving
to eitherdistribute the attacktraf�c amongvariouspo-
tentialtargetsor try to guessthecorrecthostingsite.An
attacker that cannotguessthe new location fasterthan
10seconds(for thewebservercase)cannotpermanently
disruptaccessto theservice.Similarresultsareobtained
whenmigratingaremotedisplayapplication,VNC. Fur-
thermore,clients needto useMOVE only when their
connectivity to a serviceis disrupted;underregularnet-
work conditions,directaccessto theserverswould typ-
ically be used,minimizing the performanceimpact of
MOVE.

The remainderof this paperis organizedasfollows.
Section2 gives an overview of the MOVE systemar-
chitectureafter describingits components. Section3

describesour prototypeimplementation,andSection4
presentssomepreliminaryexperimentalresults.Wedis-
cussothermechanismsthataddresstheDoSproblemin
Section5, andconcludethepaperwith Section6.

2 SystemAr chitecture

We �rst describethe threat and applicationmodels
underwhich our systemoperates.We thenpresentthe
MOVE architecture,whichuseselementsof overlaynet-
workingandprocessmigration.

2.1 Thr eatand Application Model

DoS attackscantake many forms, dependingon the
resourcetheattacker is trying to exhaust.For example,
anattackercantry to causethewebserverto performex-
cessive computation,or exhaustall availablebandwidth
to andfrom theserver. In all forms,theattacker'sgoalis
to deny useof theserviceto otherusers.Apart from the
annoyancefactor, suchanattackcanprove particularly
damagingfor time- or life-critical services(e.g., track-
ing the spreadof an real-world epidemic),or whenthe
attackpersistsover several days. Of particularinterest
are link congestionattacks,wherebyattackers identify
pinch-pointsin thecommunicationssubstrateandrender
theminoperableby �ooding themwith largevolumesof
traf�c. An exampleof an obvious attackpoint is the
location(IP address)of thedestinationthat is to bese-
cured,or the routersin its immediatenetwork vicinity;
sendingenoughattacktraf�c will causethelinks closeto
thedestinationto becongestedanddropall othertraf�c.

We assumethatattackersaresmartenoughto exploit
featuresof thearchitecturethataremadepublicly avail-
able.We do not speci�cally considerhow to protectthe
architectureagainstattackerswhocanin�ltrate thesecu-
rity mechanismthatdistinguisheslegitimatetraf�c from
(illegitimate)attacktraf�c: weassumethatcommunica-
tionsbetweenoverlaynodesremainsecuresothatanat-
tacker cannotsendillegitimatecommunications,mask-
ing them as legitimate. In addition, it is conceivable
thatmoreintelligentattackerscouldmonitorcommuni-
cationsbetweennodesin theoverlayand,basedon ob-
servedtraf�c statistics,determineadditionalinformation
aboutthe currentcon�guration. Suchattackers would
havetheability to subvertarbitraryroutersand/oreaves-
dropat will on network links. As suchattacksarecon-
siderablymoredif�cult thandenialof service,we con-
sider themoutsideour scope. In [56], the authorsan-
alyzeour overlay architectureundera modelallowing
for attackersthatcancompromisearbitrarynodesin the
overlay, toward determiningthe identity of the beacon
and/orsecretservlets. They concludethat by layering



multipleoverlayson topof eachother, onecantradeoff
increasedresistanceto suchattackers with end-to-end
performance.

Our prototypeimplementationis focusedon two ap-
plications(althoughnot limited to these):a webserver
andaremotedisplayaccessapplication(VNC) [39]. We
chosetheWebasanimplementationmechanismdueto
thefacilitiesthatcommonserversandbrowsersprovide
andthe easewith which we could develop a prototype
implementation.VNC is a goodexampleof anapplica-
tion thatmaintainsconsiderablestatethatcannotbeeas-
ily replicated,without being “storage-heavy”. In gen-
eral,theapplicationswe aremostinterestedin arereal-
time,server-assistedapplications,andotherapplications
thatrequiresomestateto bemaintainedby theserverbut
are not fundamentallystorage-oriented(i.e., their pro-
cessingcomponentdominatesthe systemperformance
costs).Oursystemsupportsapplicationsthatrequireac-
cessto a storageback-end,by maintaininga “lifeline”
betweenthenew andtheold locationof theservice.The
servicecan accessthe storageback-endover this life-
line, with somelossof performance,which we measure
in Section4. We discussthe lifeline in moredetail in
Section2.2.1.

Note that applicationsthat do not requireany state
to be maintainedcan simply be load-balancedacross
several sites and contactedusing Anycast, RR-DNS,
etc.. Likewise, content-delivery applicationscan use
data replication servicessuch as Akamai to increase
availability.

Finally, weassumethatthereexistsanumberof host-
ing sitesthatcanacceptthemigratingservice.Thesecan
be statically provisioned, e.g., through a co-operative
agreementamongvariousserviceproviders,or allocated
ondemandfrom acommercialentityselling(or renting)
CPU time. In either case,we assumethat thereexist
enoughsuchhostingsitesthat an attacker cannotsim-
ply overwhelmall of themwith a coordinatedDoS at-
tack. Instead,theattacker cansuccessfullyattacksome
(small)percentageof suchsites.Notethatthesehosting
sitesare not part of the overlay itself. They only host
migratedservices,presumablyundersomecontractual
agreementwith theownersof suchservices.

2.2 MOVE Ar chitecture

Theoverallarchitectureof oursystemis shown in Fig-
ure 1, andsharesseveral similaritieswith the architec-
tureof WebSOS[30, 7]. For theremainderof thediscus-
sion,wewill focusonwebclientsandservers,although
ourapproachcaneasilybegeneralizedto otherservices.

2.2.1 Servers In MOVE

Servers that are to be protectedinform the overlay
of their current location. Such servers are also au-
thenticatedusing a standardsecurityprotocol suchas
SSL/TLS [10] with client certi�cates, or IPsec [20].
Whena server migratesto a new location,it simply in-
formstheoverlayof its new location.Notethatmultiple
servers,belongingto differentorganizations,maybeus-
ing thesystematthesametime;thecerti�catesthey hold
allow themto changethe locationstatusonly for them-
selves,i.e., they cannotcausetheoverlayto redirectand
capturea competitor's traf�c. We assumetheexistence
of enoughlocationsto chooseasthenew destinationthat
it is impractical for an attacker to simply attackeach
site anddetermine(basedon serviceresponselatency)
which oneis hostinga particularservice;that is, it will
take too long for an attacker to locatea serviceusing
that (or a similar) approach,comparedto how quickly
the systemcanmigrateto a new location. We experi-
mentallyquantifythisdelayin Section4.

However, notice that the processmigration mecha-
nism itself usesthe network, which is presumedto be
undera DoS attack. In keepingwith the spirit of the
e2edesign,we precludeuseof any form of QoSprovi-
sioning(althoughsucharrangementscanbevery effec-
tive anddo not requirea lot of overhead,sincetheend-
pointsare�x edandknown a priori ). Instead,weassume
that eachhostingsite hasa secondary, potentially low-
bandwidthconnectionto theInternetwith a differentIP
address(eitherwith thesameor, betteryet,with another
ISP),which is notadvertisedthroughBGP. Thus,attack
traf�c from outsidethe homeISP cannotreachthat in-
terface,evenif theattackerknowsthisalternateaddress.

We alsorequire“steppingstones”in the samehome
ISP (but not necessarilyoperatedby the ISP, i.e., they
can be locatedin end-networks), which allow the mi-
grating processto reacha host that can communicate
with othernodesoutsidethehomeISP. During process
migration,the server binary andstatearesaved (aswe
shall describein Section2.3), transferedto oneof the
steppingstones,andthenceto a “random” hostingsite,
wheretheserviceis restarted.Theservicewill thenno-
tify theoverlayof its new location.Theoverlaywill then
redirecttraf�c from legitimateclientsto this new loca-
tion. Thesteppingstonescanbepartof theoverlay(ad-
mitting new clientsandrouting their traf�c), dedicated
nodes,hostingsitesthatusethesamehomeISP, or any
combinationof these.Theonly importantcharacteristic
is that they cancommunicatebeyondthe local ISP, and
with theISP-speci�caddressof theattackedsite.For ex-
ample,theISPmaybeusinginternallya net-10address



Figure1. Migrating Overlay systemarchitecture.

(i.e., anaddressin theprivate10.0.0.0/8 pre�x) for
the secondaryaddressof steppingstonesandprotected
sites.Thesteppingstonenodealsousesatemporaryad-
dressthat belongsto the ISP, that is globally routable.
This addressis changedperiodically, such that an at-
tacker cannottarget a steppingstonewith attacktraf-
�c. Thus,we have createdanone-way communication
channelthroughthesteppingstone(outsideconnections
throughit arepossible,incomingonesarenot).

Finally, a “lifeline” connectionis maintainedbetween
the new locationand the old locationvia the stepping
stone, suchthatthemigratedservicecanaccessany stor-
agethat is attachedto the old location. For example,
considera typical web server suchas the one shown
in Figure2. In MOVE, we will migratethe front-end
web server component,andusethe lifeline connection
to communicateto thebusinesslogic anddatabasecom-
ponents. Although the steppingstone's addressmay
changeover time, we canusetunnelingto maintainthe
connectionwith thenew location.We eventuallyintend
to useSCTPfor this connection,sincethis allows usto
easilydo live-connectionmigrationto anew IP address.
Sincethesecondarylink connectsto anotherISP(or we
ensuredthatit usesa differentsetof links thanthemain
Internetattachmentpoint), theDDoSattackwill not af-

fect thelifeline. To avoid addingup to thelifeline over-
headswhena server is migratedseveral times,we col-
lapsethe lifeline by instructingthe previous (original)
steppingstoneto connectto thenew location.

2.2.2 Clients in MOVE

Whentheserviceis notunderattack,clientscancontact
it directly. Onceanattackis detectedor suspected(e.g.,
throughlossof connectivity), traf�c is divertedthrough
MOVE. Clientsthatwantto accesstheattackedservice,
contactany overlay node(an updatedlist of which can
bepublishedperiodically)andauthenticateusingoneof
several techniques.Themoststraightforwardapproach,
usedin theinitial versionof MOVE, is to useSSLwith
client certi�catesthataresignedby theentity operating
the overlay, and authorizethe holdersto accesseither
speci�c or any applicationsor serversusingtheoverlay.

The drawbackof usingan authenticationprotocol is
thatwe mustknow in advancewho the legitimateusers
are,sothey canbeprovisionedwith theappropriateau-
thenticationcredentials.This is notaproblemfor appli-
cationssuchasVNC, whereweonlywanttheauthorized
user(owner)to accesstheservice.In counteringDoSat-
tacks,however, we areoftenmoreinterestedin whether
a particularrequest(e.g., HTTP connection)originated
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Figure 3. Web-basedGraphic Turing Testusing
GIMPY. The challengein this caseis “wqyw”.

from a humanuseror from a “DoS zombie” process,
that is underthe control of the attacker. Fortunately, it
is possibleto do sousingGraphicTuring Tests(GTTs)
[54], an exampleof which is shown in Figure 3. For
vision-impairedusers,it is possibleto useaudibletests
of a similar nature(e.g., type the word spelledin this
audioclip); we do not considersuchtestsfurtherin this
paper. MOVE cansupportbothauthenticatedandGTT-
admittedclientssimultaneously, aswe describein Sec-
tion 3.2.

The particular GTT realization we use is GIMPY,
which concatenatesan arbitrary sequenceof lettersto
form a word andrendersa distortedimageof theword
as shown in Figure 3. GIMPY relies on the fact that
humanscanreadthe wordswithin the distortedimage
andcurrentautomatedtoolscannot.Thehumanauthen-
ticatesherselfby enteringas ASCII text the samese-
quenceof lettersaswhatappearsin theimage.Although
recentadvancesin visual patternrecognition[31] can
defeatGIMPY, thereis no solutionto datethatcanrec-
ognizecomplicatedimagesor relationbetweenimages
like Animal-PIX. Althoughfor demonstrationpurposes
in ourprototype,describedin Section3,weuseGIMPY,
we caneasilysubstituteit with any other instanceof a
GTT. Oncea client haspassedthe GTT, they arepro-
videdwith ashort-expirationcerti�cate thatcanbeused
to accesstheoverlaywith TLS. We describethe imple-
mentationdetailsin Section3. Note that it is possible
to provision userswith longer-lived credentials,or just
provide themwith long-livedcerti�cates,skippingGTT
authenticationaltogether;thedrawbackof thatapproach

is thattheusersmustbeknown andprovisioneda priori.
We believe that with thesetwo authenticationmethods
(certi�cate-only and GTT), we can cover the majority
of usagescenarios.Although we are aware of social-
engineeringattacksagainst CAPTCHAs, note that we
arenot limited to theseasthe only form of authentica-
tion; as we alreadymentioned,we can usecerti�cate
(andeven password-based)authentication.We canin-
tegrateadditionalauthenticationmechanismsin the in-
frastructureasthey aredeveloped.

Authenticatedclients then routeall their traf�c over
theoverlay, which redirectsit to thecurrentlocationof
the protectedservice. Note that the actuallocationof
a server is no longerimplied by thehost-namecompo-
nentof theURL, or the IP addressthis resolvesto. An
attacker that hasno accessto the overlay cantry to at-
tackahostingsiteat random,or theIP addresstheURL
resolves to. In that case,the server andall associated
stateis migratedto a new location. Alternatively, the
attacker can target the overlay itself. However, ashas
beenshown by other work on which we baseour ap-
proach[21, 1], doingso is moredif�cult astheoverlay
sizeincreases.

2.3 ProcessMigration

Processmigration is the ability to transfera process
from onemachineto another. It is ausefulfacility in dis-
tributedcomputingenvironments,especiallyascomput-
ing devicesbecomemorepervasive andInternetaccess
becomesmoreubiquitous. Although many approaches
have beenproposed[27], achieving processmigration



functionalityhasbeendif�cult in practice.
For oursystem,weuseanapproachbasedon [33], by

effectively providing a thin virtualization layer, called
a POD, on top of the operatingsystemthat provides
a group of processeswith a private namespace.The
sandboxedprocessgroupalwaysseesthesamevirtual-
ized view of the system,which associatesvirtual iden-
ti�ers with operatingsystemresourcessuchasprocess
identi�ers andnetwork addresses.This decouplessand-
boxed processesfrom dependencieson the host oper-
ating systemand from other processesin the system.
Thisvirtualizationis integratedwith acheckpoint-restart
mechanismthat enablesthe sandboxed processesto be
migratedasa unit to anothermachine. Theseprocess
groupsareindependentandself-contained,andcanthus
be migratedfreely without leaving behindany residual
stateaftermigration,evenwhenmigratingnetwork ap-
plicationswhile preservingtheir network connections.
We canthereforeallow applicationsto continueexecut-
ing after migrationeven if the machineon which they
previously executedis no longer available. To sup-
port transparentnetwork-connectionmigration, client-
sidesupportis required,which is straightforwardto im-
plementon theoverlaynodes(i.e., no changesto client
(user)softwarearenecessary).For ourprototypeimple-
mentation,this wasnot required,sincethe web model
allows for temporaryTCP connectionfailures. For ap-
plication domainswherethis is not an option, we can
augmenttheoverlaynodesaccordingly. We do not ex-
plorethisoptionfurtherin thispaper.

The processmigrationsystemis designedto support
migrationof unmodi�ed legacy applicationswhile min-
imizing changesto existing operatingsystems.This is
doneby leveragingloadablekernelmodulefunctional-
ity in commodityoperatingsystemsthat allows us to
interceptsystemcalls as neededfor virtualization and
save and restorekernel stateas neededfor migration.
The system's compatibility with existing applications
and operatingsystemsmakes it simple to deploy and
use.Thesystemis implementedasa kernelmodule,al-
lowing transparentmigrationamongseparatemachines
runningindependentversionsof Linux (with unmodi�ed
kernels).Notethatthesesystemsdo not needto sharea
single-systemimage.

In ourwebserverexperiments,all theserverprocesses
werecontainedin the samePOD. Whenmigratingthe
VNC environment,anumberof differentprocesseswere
containedinsidethe samePOD: the VNC server itself,
X11 terminals,a webbrowser, anda few otherapplica-
tions. We describethe con�guration in moredetail in
Section4.

2.4 Exampleof SystemOperation

To illustratetheuseof ourarchitectureby serversand
clients,we describethestepsbothsidesmustundertake
to protecttheir communicationchannel:

� A server contactsany overlay node and informs
it of its location. The connectionis protectedby
SSL/TLS,andtheserver presentsa certi�cate that
provesto theoverlay its right to specifya location
for a particularhostname/URL.The overlay node
con�rms thevalidity of thecerti�cate andinforms
othernodesin the overlay of the new locationof
theservice.Wewill discussin Section3 themecha-
nismusedin ourprototype.Theserverperiodically
re-af�rms its currentlocation.

� A clientthatwantsto communicatewith theservice
contactsa randomoverlaynode.After authenticat-
ing andauthorizingtherequestvia theCAPTCHA
test, the overlay nodesecurelyproxiesall traf�c
from thesourceto the target. Alternatively, a pre-
authorizedclient that possessesa valid certi�cate
can connectto the overlay without requiring any
userinteraction.As explainedin [48], thisstepmay
alsoinvolvesometypeof payment(by theenduser
or the serviceowner) to the entity managingthe
overlayinfrastructure.Following thediscussionof
[1], a numberof overlaynodesmaybeinvolvedin
therouting,dependingon theprecisethreatmodel
and performancerequirements. For example, to
avoid thesituationwhereanattackercaneavesdrop
on an overlay nodeanddeterminethe locationof
theservice,we maywantto usea two-hopoverlay
routingapproach;if this is not a concern,we may
useone-hopredirectioninstead.Alternatively, we
canusefull Chord-likerouting[50] asin SOS[21],
obscuringtraf�c patterns.

� When an attack is detected,the server process
is suspendedand migrated,using the systemde-
scribedin Section2.3. A randomhostingsite is
selectedand,after queryingits currentstatuswith
respectto DoS attacksandothersuspiciousactiv-
ity, the server is migratedthere. To perform the
migration, a “steppingstone” host that residesin
the sameISP as the sourcehosting site is used,
to achieve routability from anunpredictablesource
address(onethat cannotbe attacked from outside
theISP).

Following theanalysesof [21] and[1], theschemeis
robust againstDoS attacksbecausethereexists no de-
pendency on any individual link, router, overlay node,



or hostingsite. If a nodewithin theoverlay is attacked,
the nodesimply exits the overlay andclientsswitch to
a new node. No node is more importantor sensitive
than others. Given “enough” redundancy, an attacker
is left with theoptionsof splitting theirattackamongall
possiblehostingsitesandsteppingstones,or trying to
guessthecurrentlyusedlocationandfocustheir attack
there. How muchconstitutes“enough”dependson the
expectedseverity of attacks;we intendto quantify this
in future work. Intuitively, and given the attacksthat
have beenseenon the Internetso far, we expect15 to
20distinctandwell connectedhostingsitesplusasmall
numberof steppingstonesfor eachto be suf�cient in
makingeven large attacksinfeasible. We intendto ex-
tendourpreliminaryanalysisfrom [21] for thisscenario.

In [21], we performeda preliminary analysisusing
simplenetworkingmodelsto evaluatethelikelihoodthat
anattacker is ableto prevent communicationsto a par-
ticular target.This likelihoodwasdeterminedasa func-
tion of theaggregatebandwidthobtainedby anattacker
throughtheexploitationof compromisedsystems.The
analysisincludedan examinationof the capabilitiesof
staticattackerswho focusall their attackresourceson a
�x edsetof nodes,aswell asattackerswho adjusttheir
attacksto “chaseafter” therepairsthattheir systemim-
plementswhen it detectsan attack. We demonstrated
that even attackers that are able to launchmassive at-
tacksarevery unlikely to preventsuccessfulcommuni-
cation. For instance,attackerscapableof launchingde-
bilitating attacksagainst50%of thenodesin theoverlay
have roughlyonechancein onethousandof stoppinga
givencommunicationfrom a client who canaccessthe
overlay througha small subsetof overlay nodes. The
samesecurityanalysisappliesto MOVE, by reducing
it to an instanceof SOS:let the hostingsite be equiv-
alent to the SOS“secretservlet” nodes;in both SOS
andMOVE, an attacker mustcorrectlyguessthe iden-
tity of thelocation/servlet,bothof which lie in thesame
namespace(IPaddress).Keepingthedetailsof theover-
lay itself the samebetweenthe two approaches,it is
easyto seetheequivalenceof the two from ananalysis
viewpoint. However, unlike SOSandMayday, MOVE
achievesits propertieswithoutany supportfrom thenet-
work infrastructure.

3 Implementation

SinceourMOVE prototypeusesChord[50] astheun-
derlyingoverlaynetwork,we�rst brie�y describeChord
andthenexpandon theimplementationof MOVE.

3.1 Chord

Chord can be viewed as a routing servicethat can
be implementedatop the existing IP network fabric,
i.e., as a network overlay. Consistenthashing[18] is
usedto mapan arbitraryidenti�er to a uniquedestina-
tion nodethat is an active memberof the overlay. In
Chord,eachnodeis assignedanumericalidenti�er (ID)
via a hashfunction in the range[0; 2m ] for somepre-
determinedvalue of m. The nodesin the overlay are
orderedby theseidenti�ers. Theorderingis cyclic (i.e.,
wrapsaround)andcanbeviewedconceptuallyasa cir-
cle,wherethenext nodein theorderingis thenext node
alongthecircle in theclockwisedirection.

Eachoverlay nodemaintainsa table that storesthe
identitiesof m other overlay nodes. The i th entry in
thetableis thenodewhoseidenti�er x equalsor, in re-
lationto all othernodesin theoverlay, mostimmediately
followsx + 2i � 1 (mod 2m ). Whenoverlaynodex re-
ceivesa packet destinedfor ID y, it forwardsthepacket
to the overlay node in its table whoseID precedesy
by the smallestamount. The Chordalgorithmroutes
packetsaroundthe overlay “circle”, progressively get-
ting closerto the desiredoverlay node. O(m) overlay
nodesarevisited. Typically, thehashfunctionsusedto
mapnodesto identi�ers do not attemptto maptwo ge-
ographicallyclosenodesto nearbyidenti�ers. Hence,it
is oftenthecasethattwo nodeswith consecutive identi-
�ers aregeographicallydistantfrom oneanotherwithin
thenetwork. TheChordserviceis robust to changesin
overlaymembership,andeachnode's list is adjustedto
accountfor nodesleaving andjoining the overlay such
thattheabove propertiescontinueto hold.

MOVE usesthe hostnameof the target (i.e., web
server) as the identi�er to which the hashfunction is
applied. Thus,Chordcandirect traf�c from any node
in the overlay to the nodethat the identi�er is mapped
to, by applying the hashfunction to the target's host
name. This nodeis simply a uniquenodethat will be
eventuallybe reached,after up to m = logN overlay
hops,regardlessof the entry point. For any particular
service,this nodewill alwaysknow its currentlocation.
If this nodeis for somereasondroppedfrom the over-
lay, a new node(the onewith an addressclosestto the
hashof the service's hostname)will subsumeits role,
andprovide location-resolutionservicesfor that target.
The new nodewill learnof the service's currentloca-
tion throughtheperiodicre-con�rmationmessagesent.
Thus,locationinformationdoesnot needto be �ooded
to all nodesof theoverlaynetwork, which would make
it dif�cult to supportlargenumbersof services,without
compromisingreliability androbustnessto attack.



3.2 MOVE Implementation

Our prototypesystemis basedon WebSOS[30, 7].
Eachoverlaynodeis responsiblefor resolvingtheloca-
tionof therequestedserviceandcreatingasecuritycom-
municationtunnelwith it. To thatend,we useChordto
distributethelocationinformationfor eachsite: whena
serviceinformsMOVE of its currentlocation,its host-
nameis hashedandthenodethusindicatedis informed
of the location. In that sense,this nodeactsin a man-
neranalogousto SOSbeaconnodes.Similarly, whena
MOVE nodeneedsto forwardalegitimateuser'srequest
to theservice,it hashestheservicehostnameandsendsa
queryto theChordnodewhoseaddressis closestto the
hashresult.Thus,in contrastto [7] and[21], ratherthan
transportingtherequestandresponsethroughtheChord
overlay, only routinginformationtravelsthroughit; data
connectionsare proxied directly to the protectedser-
vice's location. The informationis cachedandperiod-
ically refreshedby consultingthe authoritative MOVE
nodefor thattarget.

Whena new request(in the form of a new TCPcon-
nection)is received,theMOVE nodeto whichtheclient
is connected(called an accesspoint) �rst checksthe
local cachedatabasefor the currentlocationof the re-
questedservice.If thelookupsucceeds,theaccesspoint
opensa new SSLconnectionto a randomoverlaynode
(to borrow from SOSterminology, a “secretservlet”),
which allows usto avoid someof theeavesdroppingat-
tacksidenti�ed in [1]. Thus,a two-way communication
channelis establishedbetweentheclientandtheservice,
throughthe overlay. Authenticationof the userby the
overlayis accomplishedthroughSSL.Authorizedusers
are issuedX.509 [5] certi�cates signedby the MOVE
accesspoint that administeredthe GTT. Thesecerti�-
catesare only valid for a limited time (30 minutes),
after which the usermust passanotherGTT. Further-
more,the certi�catesareboundto the IP addressfrom
which the GTT authenticationcame,and can only be
usedwith thespeci�c MOVE accesspoint. Thus,anat-
tacker cannotsimply authenticateonceandredistribute
the samecerti�cate to a large numberof attackzom-
bies. Eachoverlay nodealsocommunicateswith other
MOVE nodesoverSSLconnections.If thelookupfails,
theaccesspointqueriestheresolvingnode,asdescribed
previously.

Whena requestis issuedby the client for a speci�c
service,it is tunneledthroughaseriesof SSL-encrypted
links to the target, allowing the entiretransmissionbe-
tween the requesterand target to be encrypted. The
SSL connectionsbetweenMOVE nodesare dynami-
cally established,as new requestsare routed. To ac-

complishthis, we wrote a port forwarderthat runs on
the user's system,acceptsplain-text proxy requestslo-
cally, andforwardsthemusingSSL to theaccesspoint
node. This is implementedas a Java applet that runs
insidethebrowserthata userusesto authenticatehim-
self. This Java appletis responsiblefor encryptingand
forward to the accesspoint requestsfrom any service
initiatedby theclient andcanbecon�gured to accepta
proxy. This last requirementcanbe removed if we use
interceptionof thesocket communicationat theoperat-
ing systemlevel.

Thus, to useMOVE, an authorizedusersimply has
to accessany accesspoint, successfullyrespondto the
GraphicTuringTestchallenge,downloadtheapplet,and
settheserviceproxy settingsto thelocalhost,asshown
in Figure4. Java appletstypically cannotcommunicate
with any hostotherthantheonethey weredownloaded
from, but this is not a problemin our case. If the user
repliessuccessfully, thewebserverconnectsto aDBMS
system(localor remote)andassociatesanRSAkey and
acerti�cate with thehost.Thekey/certi�cate areunique
per IP andhave an expiration time that canbe con�g-
uredby thesystemadministrator. Theuseris prompted
to downloada signedappletthat runslocally usingone
browserwindow andcontactstheWebServervia a tem-
poraryHTTPSconnectionto fetchtheX.509certi�cate.

Theappletthenstartslisteningfor serviceconnections
on a local ports (e.g., 8080) and establishesan SSL-
tunnelconnectionwith theserver runningon theaccess
point (or elsewhere,sincethesignedapplethastheabil-
ity to connectto any server by changingtheJava Policy
�les on theusers'machine).Theproxy server matches
the X.509 certi�cate and the IP from client to the pri-
vate key obtainedfrom the DBMS systemand allows
the connectionto be proxied. The only impositionon
theuseris thathe/shemustchangetheProxysettingsof
the local browser to point to the socket that listensfor
the applets. The samecon�guration is usedwhenus-
ing VNC, with the proxy forwardingVNC ratherthan
HTTPtraf�c.

Theaccesspointcachestheserver'slocationfor usein
futurerequests.Thatinformationis timedoutafterape-
riod of timeto allow changesto propagatecorrectly. The
samebasicmechanismis usedby servicesto announce
their presenceto (andperiodicallyupdatethe informa-
tion storedby) their correspondingresolvingnodes.

In a DoS attack, the target server migrates to a
randomly-chosenlocationand,oncethere,noti�es the
overlayof its new location.Themigrationis doneusing
theprocessmigrationmechanismwe describedin Sec-
tion 2.3. Systemmigrationis largely implementedasa



Figure4. MOVE client sessioninitiation diagram.

loadableLinux kernelmodule.In oursystem,thismech-
anismwasusedto loadandcheckpointtheApacheand
VNC serversrespectively, creatingthenecessaryimages
of therunningprocesses.Theseprocessimages,which
includedthecurrentprocessstate,werethentransfered
to theremoteserverandrestarted.

4 Experimental Results

To evaluate MOVE's impact on performanceand
availability, we deployed theprototypeimplementation
onanumberof PlanetLabnodes[36], distributedacross
the Internet. We measured(1) the impact of using
MOVE to the client's end-to-endlatency, (2) the delay
in making a server available again at a new site once
a DoS attackhasbeenlaunched,and(3) the impactof
the lifeline connectionto the server's performance.In
ourexperiments,weusedthefollowing entities(seeFig-
ure4):

� A nodeactingasthe client, usingan off-the-shelf
webbrowser.

� An http target server (Apache)anda VNC server,
in two separateexperiments.

� A setof PlanetLabnodesparticipatingin theover-
lay network and providing the necessarytraf�c
redirectionfacilities.

� A migrationserver, to which theserver is migrated
from its original locationwhenattacked.

In our experiments,the legitimateclient waslocated
inside Columbia University's network and the traf�c
wasredirectedfrom variousnodesinsidethePlanetLab
network toward thewebandVNC servers,which were
initially locatedon the local (Columbia)network. We
deployed the MOVE implementationon 76 PlanetLab
nodes,whichformedaChordring, perourdiscussionin
Section3.

To determinethe end-to-endlatency experiencedby
a client usingour system,we usedthe MOVE overlay
to contactvariouswebserversanddownloadthe initial
page.Theresultsareshown in Table1. Thedifference
in performanceover previous work that usedthe same
benchmark[7] is due to the fact that traf�c in MOVE
only traversestwo overlay nodes,as opposedto the
full Chordoverlay, meaningfewer redirectionsbetween
overlaynodes.As shown in [28], theincreasein latency
is typically dominatedby the end-to-endcommunica-
tion overheads. An additionaldelay cost is the SSL-



Table 1. Latency (in seconds)when contacting a
number of web servers dir ectly and while using
MOVE; in all cases,we download the initial web
page. The last column shows the factor increasein
latencyThe testingwasperformed on a 76nodesub-
setof the PlanetLab testbedusingthe Chord overlay.
The numbersareaveragedover 25 requests.

Server Direct MOVE Ratio
Yahoo! 1.32 3.67 2.78
VeriSign 3.41 6.77 1.98
BBC News 1.11 3.17 2.85
Microsoft 1.51 4.01 2.65
Slashdot 3.66 7.21 1.96
FreeBSD 1.49 3.81 2.55

Table 2. Delay in re-establishingavailability after
disruption (due to DDoS) for an httpd server, mi-
grated fr om the initial site to a co-locatedserver (us-
ing NFS/UDPand SHFS/TCP),and to a remotesite
(usingSHFS).The sizeof the server statewas9.8MB
on average. We also include the round-trip latency
betweenthe targetand migration serversin all cases.

Migration RTT Migration
Server Latency Time
Co-located(NFS) 1.02ms 0.761s
Co-located(SHFS) 1.02ms 1.162s
U. Penn(SHFS) 10.6ms 6.632s

processingoverheadfrom thegenerationof theSSLtun-
nelandtheencryptionof thedatafrom clientto theover-
lay andinsidetheoverlay;useof cryptographicacceler-
atorsmayfurtherimproveperformancein thatarea[23].

To measurethe delay in re-establishingthe server's
availability, which is the time duringwhich a client us-
ing MOVE experiencesservicedisruption,we usedan
Apachehttpdserver runningunderthedefault con�gu-
ration. Theserver, initially locatedinsideour local net-
work, wasmoved to the migration server. The stateof
the server processesamountedto 9.8 MBytes on aver-
age. We measuredthe migrationtime in the following
cases:whenthemigrationserver waslocatedinsideour
local network, and when the migration server was lo-
catedat the University of Pennsylvania,approximately
11 hopsor 10msping time away (over Internet2). In
both scenarios,the state�les weretransferedusingthe
(Secure)SHellFileSystem(SHFS)[46], whichoperates
over the popular SSH/SCPprotocol suite. We chose

SHFSbecauseof its easeof installationanduse;other
�lesystems,suchasLBFS [32] or CODA [41] canalso
beusedinsteadSHFS.For thelocal-migrationcase,we
usedNFS (over UDP) asa secondway of transferring
state. We show the resultsin Table2. The availability
delayvariesbetween1 secondto 6:6 seconds,asround-
trip times increasefrom 1ms (for the local-migration
case)to 10ms. We believe that this level of disruption
is acceptablein thepresenceof a DoSattack,whenthe
alternative is total lossof service.Onemayobserve that
an attacker may be consideredsuccessfulin somesce-
nariosif they cancauseservicedowntimeof 7 seconds
evenfew minutes,if only becausetheenduserswill be
annoyed. Onepossibility we plan to examinein future
work is the useof “hot spares”that are kept synchro-
nizedwith the live serviceandto which we candivert
traf�c at sortnoticethroughMOVE.

To betteranalyzethecontribution of the lifeline con-
nectionto theoverall latency for large interactive, non-
cachingapplicationslike thin clients, we constructed
the following experiment: initially, a VNC [39] server
is located on the target server. The client connects
via MOVE and createsa VNC sessionconsistingof
Mozilla browser, Gaim Instant Messenger, Kword, a
PS/PDFviewer andtwo terminalsconnectedto the tar-
get server. Upon detectionof the attack, we check-
pointedthePODcontainingtheVNC sessionandserver,
transferedthestateto themigrationserver andrestarted
it. The statetransferedto the migrateserver amounted
to 55.9MBytes.For themigration,weusedaco-located
server, Site 1, and two remoteservers, Site 2 and Site
3, with differentnetwork proximity to the targetserver.
Figure 5 shows the averageavailability delay for this
scenario,which is dominatedby thetransferof thePOD
state; the relatively small checkpointand restartover-
headsremainconstantfor all experiments.

In addition, the underlying �le-access mechanism
seemsto play a signi�cant role, especiallywhen we
establisha low-bandwidthlink betweenthe target and
themigrationserver. Accessingthetarget's databaseor
�le systemvia the lifeline canalsoincreasetheend-to-
end latency. For servers that are either co-locatedor
connectedthrougha low-latency link (< 5ms), we can
useNFS/UDPsinceit is fastandreliable. However, if
the establishedconnectionis of high latency (and low
bandwidth),NFS/UDPbecomesunresponsive. To mea-
suretheperformanceof our systemwhenusinga high-
latency connection,we insteadusedSHFS.Figures6
and7 show theaverageroundtrip time(RTT) andeffec-
tive throughputrespectively for all the migrationsites.
We can seethat as we increasethe distancebetween



Figure 5. Averagemigration time (in seconds)for a VNC server migratesto a co-locatedserver (Site1) and to remote
servers (Site2 and Site3) using NFS/UDP and SHFS/TCP using a tunnel thr ough the lifeline. We observe that the
total time is dominated by the transfer time. Prior to the migration the VNC server was running Mozilla browser,
Gaim, Kword, PS/PDFviewer and two terminal applications.

the target and the migrationserver, we have a propor-
tional decreasein theaveragedatathroughput.Figure7
shows thatwhenwe useNFSto connectthe targetand
migrationserversfor Site1, we achieve betterthrough-
put comparedto usingSHFS.

Choosinga �le-accessmethodto connectthroughthe
lifeline dependsboth on the network proximity of the
migrating site and the maximum network latency al-
lowed by the applicationwe migrate. For thin-client
applicationslike VNC, all the applicationsarealready
loadedprior to migration and the user communicates
with the target server only to reador write datafrom
within an application. Thus, the lifeline utilization is
relatively low, allowing for relatively smoothoperation
underconditionsof high network latency. For applica-
tionsthataccessthe�lesystemfrequently, suchasHTTP
servers,it is necessaryto usea network �le systemwith
goodcachingcharacteristics.For databaseapplications,
we needto ensurethat the lifeline cansustainthe load
from the migratedmiddleware server to the back-end
databaseserver.

5 RelatedWork

As a resultof its increasedpopularityandusefulness,
theInternetcontainsbothinterestingtargetsandenough

maliciousandignorantusersthatDoSattacksaresimply
not going to disappearon their own; indeed,although
the presshasstoppedreportingsuch incidents,recent
studieshave shown a surprisinglyhigh numberof DoS
attacksoccurringaroundtheclock throughouttheInter-
net [29]. Worse,the Internetis increasinglybeingused
for time-critical applications. A further compounding
factoris thesusceptibilityof thebasicprotocols(i.e., IP
andTCP)to denialof serviceattacks[45, 14, 42].

The needto protectagainstor mitigatethe effectsof
DoS attackshasbeenrecognizedby both the commer-
cial and researchworld. Somework has beendone
toward achieving thesegoals,e.g., [16, 8, 44, 43, 13,
47, 51, 26]. Thesemechanismsfocuson detectingthe
sourceof DoS attacksin progressandthencountering
them, typically by “pushing” some �ltering rules on
routersas far away from the target of the attack(and
closeto thesources)aspossible.Themotivationbehind
suchapproacheshasbeentwofold: �rst, it is concep-
tually simple to introducea protocol that will be used
by a relatively smallsubsetof thenodeson theInternet
(i.e., ISProuters),asopposedto requiringthe introduc-
tion of new protocolsthatmustbedeployedandusedby
end-systems.Second,thesemechanismsarefairly trans-
parentto protocols,applications,and legitimate users.
Unfortunately, thesereactive approachesby themselves



Figure 6. Round Trip Time (RTT) betweenthe
target server and the migration siteswhen using
the lifeline tunnel. Note that the Y axisusesloga-
rithmic scale.

Figure 7. Average data thr oughput in MB/sec
whenaccessingtargetserver �les fr om the migra-
tion sitesusing the lifeline tunnel. Notice that as
we increasethe network distance,we have a pro-
portional decreasein the averagedata thr ough-
put

arenot adequate,sincelarge-scalecoordinationacross
multipleadministrative domainsis notalwayspractical.

The D-WARD system[38] monitorsoutgoingtraf�c
from agivensourcenetwork andattemptsto identify at-
tack traf�c by comparingagainstmodelsof reasonable
congestioncontrol behavior. The amountof throttling
onsuspicioustraf�c is proportionalto its deviation from
the expectedbehavior, as speci�ed by the model. In
COSSACK [34], participatingagentsat edgenetworks
exchangeinformation aboutobserved traf�c and form
multicastcliquesto coordinateattacksuppression.An
interestingapproachis that of [17], which proposesan
IP hop-count-based�lter to weedout spoofedpackets.
The rationaleis that mostsuchpacketswill not have a
hop-count(TTL) �eld consistentwith the IP addresses
beingspoofed.In [15], theauthorsuseacombinationof
techniquesthatexaminepacketcontents,transientramp-
up behavior andspectralanalysisto determinewhether
anattackis single-or multi-sourced,which would help
focustheeffortsof ahypotheticalanti-DoSmechanism.

A variant of the packet marking approachescreates
probabilisticallyuniquepath-markson packetswithout
requiringroutercoordination;end-hostsor �re walls can
then easily �lter out packets belongingto a path that
exhibits anomalousbehavior [57]. Although this ap-
proachavoidsmany of thelimitationsof thepuremark-
ingschemes,it requiresthatcorerouters“touch” packets

(ratherthansimply switch them),andassumesthat the
limited resourceis the target's CPU cycles,ratherthan
theavailablebandwidth(i.e., preventingtheDoSattack
is “simply” amatterof quickly determiningwhichpack-
etsthe server shouldignore). In our work, we assume
that the scarceresourceis bandwidth. Collins andRe-
iter [6] presentanempiricalanalysisof severaldifferent
anti-DoStechniques(including Pi [57] andHop-Count
Filtering[17]) thatuse�lters nearthetargetof anattack,
usingtracesof realDDoSattacksto simulatetheimpact
of the�lters on theattacktraf�c.

[35] describes�ltering outsource-spoofedpacketsin-
sidetheInternetcore,anddiscussestheeffectivenessof
this approach. The authorssuggestpiggy-backingon
BGPto propagatethenecessaryinformation.DDoSat-
tacksusing real IP addressesare not affectedby this
scheme.

[19] proposesusing Class-BasedQueuingon a web
load-balancerto identify misbehaving IP addressesand
placethemin lower priority queues.However, many of
the DDoS attackssimply causecongestionto the web
server's accesslink.

Another approachto mitigating DoS attacksagainst
information carriersis to massively replicatethe con-
tentbeingsecuredaroundtheentirenetwork, e.g., [49].
To prevent accessto the replicatedinformation,an at-
tacker mustattackall replicationpointsthroughoutthe



entirenetwork — a taskthat is considerablymoredif�-
cult thanattackinga smallnumberof, oftenco-located,
servers.Replicationis apromisingmeansto preservein-
formationthat is relatively static,suchasnews articles.
However, thereareseveralreasonswhy replicationis not
alwaysan ideal solution. For instance,the information
may requirefrequentupdatescomplicatinglarge-scale
coherency (especiallyduring DoS attacks),or may be
dynamicby its very nature(e.g., a live web-cast).An-
otherconcernis the securityof the storedinformation:
engineeringahighly-replicatedsolutionwithoutleaksof
informationis achallengingendeavor.

An extensionof theideasof SOS[21,7, 30] appearsin
[1]. There,thetwo mainfacetsof theSOSarchitecture,
�ltering and overlay routing, are explored separately,
andseveralalternative mechanismsareconsidered.It is
observedthatin somecases,thevarioussecurityproper-
tiesofferedby SOScanstill bemaintainedusingmech-
anismsthat are simpler and more predictable. How-
ever, somesecond-orderproperties,suchasthe ability
to rapidly recon�gurethearchitecturein anticipationof
or in reactionto a breachof the �ltering identity (e.g.,
identifying thesecretservlet)arecompromised.In most
otherrespects,thetwo approachesareverysimilar.

A systemsimilar to MOVE is proposedin [24], where
serversarehiddenamongalargenumberof honepots.A
continuouslychangingsubsetof theserversis activeand
providing service,switchingto honeypotmodewhenan
attackis detected.An overlayis responsiblefor routing
legitimateclientsto thecurrentlyactive servers,andthe
systemis evaluatedvia asetof simulations.

Gligor [12] proposesthe use of a server that can
producetickets at line speeds. Clients must obtain a
ticket from this server before they are allowed to ac-
cessa protectedservice. The approachis gearedto-
wardsapplication-level DoSprotection,with someother
mechanism,suchasSOSor Pushback,usedto address
network-level DoS attacks. Andersonet. al [2] sub-
sequentlyproposeda similar systemfor useat the net-
work layerof anInternet-likearchitecturedesignedwith
a cleanslate,assuminga distributedtokenserver archi-
tectureandrate-limiting/�ltering traf�c onroutersbased
on thesetokens.Anothersimilar ideaappearsin [25].

The NetBouncerproject [53] considersthe use of
client-legitimacy testsfor �ltering attacktraf�c. Such
testsinclude packet-validity tests(e.g., sourceaddress
validation), �o w-behavior analysis, and application-
speci�c tests,includingGraphicTuringTests.However,
sincetheirsolutionis end-pointbased,it is susceptibleto
large link-congestionattacks.[58] is the �rst systemto
createstateless�o w �ltering by having eachrouteradd

“capabilities”to packetsthattraversethem;thereceiver
of thesepackets is then responsiblefor sendingthese
capabilitiesto its peers,which will allow themto send
traf�c at higherrates(privilegedtraf�c). Unprivileged
traf�c is limited to afractionof theavailablebandwidth;
thus, althougha DoS attackcan prevent new connec-
tionsfrom beingestablished(by overloadingthecontrol
channelusedto communicatethesecapabilities),exist-
ing connectionswill beunharmed.

[3] examinesseveraldifferentDDoSmitigationtech-
nologiesand their interactions. Among their conclu-
sions,they mentionthatrequiringtheclientsto dosome
work, e.g., [9], canbeaneffective countermeasure,pro-
vided the attacker doesnot have too many resources
comparedto thedefender. WangandReiter[55] intro-
ducedtheideaof apuzzleauctionasawayto easesome
of the practicaldeployment dif�culties, e.g., selecting
theappropriatehardnessfor thepuzzles.Their intuition
is to let clientsbid for theresourcesby tuningthedif�-
culty of the puzzlesthey solve. Whenthe server is at-
tacked, legitimate clients gradually increasetheir bids
(puzzledif�culty), eventuallybringing the costoutside
theadversary's capabilities.Theauthorsenvision com-
biningtheirschemewith someanti-DoSmechanismthat
counteractsvolume-basedattacks[16, 57, 21].

6 Conclusions

We describedMOVE, an architecturefor protecting
speci�c classesof software services,such as a web
server, from network-baseddenialof service(DoS) at-
tacks,without requiringany additionalfunctionality to
be placedinside the network. We believe our work to
be the �rst to demonstratethat it is possibleto counter
network DoSattackswithout requiringsupportfrom the
infrastructureitself.

MOVE combines a network overlay with a
lightweight process-migration mechanism. The
overlaynodesacceptconnectionsfrom legitimateusers,
and route their traf�c to the current location of the
service. Our de�nition of legitimate is �e xible, and
can vary from usersauthenticatedwith cryptographic
credentials to Graphic Turing Tests, which simply
distinguishbetweenhumansandautomatedzombies.If
a serviceis attacked, it is migratedto a new, randomly
selectedlocation. An attacker is left with the option
of splitting the attacktraf�c to all potentialtargets,or
trying to guessthecurrentactive location.

We useour prototypeimplementationon the Planet-
Lab testbed,which allows us to distribute the MOVE
nodesacrosstheInternet.In aseriesof experiments,we
show thattheend-to-endlatency imposedby MOVE can



beaslow asafactorof 2 to 3 higherthandirectcommu-
nicationbetweenclient andserver, which we believe is
anacceptablecostwhendealingwith DoSattacks.The
servicedisruptionto theenduser, thatis thetime to mi-
grateanattackedservice,rangesfrom 10 to 25seconds,
dependingon the locationof themigrationserver. Our
plansfor future work includeeliminating(or minimiz-
ing) theneedfor steppingstones,andanalyzingthese-
curity of thesystemagainstdifferentadversarialmodels
[56].
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