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Abstract—Mobile apps have to satisfy various privacy require-  Shapchat’s data deletion mechanism. His report was picked
ments. Notably, app publishers are often obligated to provide a up by the Electronic Privacy Information Center and brought
privacy policy and notify users of their apps’ privacy practices.  to the attention of the Federal Trade Commission (FTC),

But how can a user tell whether an app behaves as its policy \yhich launched a formal investigation requiring Snapchat to
promises? In this study we introduce a scalable system to help implement a comprehensive privacy progfam
analyze and predict Android apps’ compliance with privacy )

requirements. We discuss how we customized our system in a The case of Snapchat illustrates that mobile apps are
collaboration with the California Office of the Attorney General. often non-compliant with privacy requirements. However, any
Beyond its use by regulators and activists our system is also meant jnconsistencies can have real consequences as they may lead
to assist app publishers and app store owners in their intemal 5 anforcement actions by the FTC and other regulators. This
assessments of privacy requirement compliance. is especially true if discrepancies continue to exist for many
Our analysis of 17,991 free Android apps shows the viability —years, which was the case for Yelp’s collection of childrens’ in-
of combining machine learning-based privacy policy analysis with  formation These findings not only demonstrate that regulators
static code analysis of apps. Results suggest that 71% of apps that could benefit from a system that helps them identify potential
lack a privacy policy should have one. Also, for 9,050 apps that  privacy requirement inconsistencies, but also that it would
have a policy, we find many instances of potential inconsistencies be a useful tool for companies in the software development
between what the app policy seems to state and what the code oo This would be valuable because researchers found

of the app appears to do. In particular, as many as 41% of . X ! \
these apps could be collecting location information and 17% that privacy violations often appear to be based on developers

could be sharing such with third parties without disclosing so in  difficulties in understanding privacy requirements [7] rather
their policies. Overall, each app exhibits a mean of 1.83 potential than on malicious intentions. Thus, for example, tools that

privacy requirement inconsistencies. automatically detect and describe third-party data collection
practices may be helpful for developer$ [7]. Consequently, it is
. INTRODUCTION a major motivation of our work to help companies identify red

. ... flags before they develop into serious and contentious privac
“We do not ask for, track, or access any Iocatlon—speuflcprgmems_ y P P y

information [...].” This is what Snapchat's privacy policy
stated] However, its Android app transmitted Wi-Fi- and On various occasions, the FTC, which is responsible for
cell-based location data from users’ devices to analyticsegulating consumer privacy on the federal level, expressed
service providers. These discrepancies remained undetectdissatisfaction with the current state of apps’ privacy compli-
before they eventually surfaced when a researcher examinedhce. Three times it manually surveyed childrens’ apps [28],
°Part of this work was conducted while Sebastian Zimmeck was a PhD student a[2-9]’ [33] .aI"IC,I, concluded_ that the "results of the suryey are
Columbia University working in Prof. Sadeh’s group at Carnegie Mellon University. Hlsappomtmg [29]', DeVIatmg from mandatory provisions,
Roger lyengar, Florian Schaub, and Shomir Wilson were all in Prof. Sadeh’s group amany publishers did not disclose what types of data they
Carnegie Mellon University while involved in this research project, Roger lyengar as arcollect, how they make use of the data, and with whom the
oY ;“;?ﬁ{g;?iﬂ?e‘ﬁﬁj‘_‘de“" Florian Schaub as a post-doctoral fellow, and Shomija o js shared [29]. A similar examination of 121 shopping
1Complaint In the Matter of Snapchat, Inc. (December 31, 2014). apps revealed that many privacy policies are vague and fail to
convey how apps actually handle consumers’ data [32]. Given
that the FTC limited its investigations to small samples of apps,
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privacy requirements derived from their privacy policiegla aim to make privacy policies more comprehensibl€ [34],&her
selected laws. Our work enables app publishers to identifys a glaring absence of an automated system to accurately
potentially privacy-invasive practices in their apps efthey  analyze policy content. In this study we aim for a solutiore W
are published. Moreover, our work can also aid governmentaliant to automate and scale the analysis of natural language
regulators, such as the FTC, to achieve a systematic enforcprivacy policies. As of now, Massey et al. provided the most
ment of privacy laws on a large scale. App store ownersextensive evaluation of 2,061 policies, however, not foays
researchers, and privacy advocates alike might also deriven their legal analysis but rather their readability andegility
value from our study. Our main contribution consists of thefor identifying privacy protections and vulnerabilitiesom a
novel combination of machine learning (ML) and static analy requirements engineering perspectivel [48]. In additionked

sis techniques to analyze apps’ potential non-compliante w et al. [40] studied the compliance of 75 policies with self-
privacy requirements. However, we want to emphasize that weegulatory requirements, and Cranor et al. analyzed stredt

do not claim to resolve challenges in the individual techei privacy notice forms of financial institutions identifyimgulti-

we leverage beyond what is necessary for our purposes. Thie instances of opt out practices that appear to be in \aolat
holds especially true for the static analysis of mobile aqpd  of financial industry laws[[16].

its many unresolved problems, for example, in the analykis o
obfuscated code. That said, the details of our contribugien
as follows:

Different from previous studies we analyze policies at a
large scale with a legal perspective and not limited to the
financial industry. We analyze whether policies are avéglab
1) For a set of 17,991 Android apps we check whethe@s sometimes required by various laws, and examine their
they have a privacy policy. For the 9,295 apps that havelescriptions of data collection and sharing practices. dtor
one we apply machine learning classifiers to analyzeéanalysis we rely on the flexibility of ML classifiers [72] and
policy content based on a human-annotated corpus dftroduce a new approach for privacy policy feature sedecti
115 policies. We show, for instance, that only 46% of Our work is informed by the study of Costante et al., who
the analyzed policies describe a notification process fopresented a completeness classifier to determine which data
policy changes. §([I). practice categories are included in a privacy poliCy][15]
2) Leveraging static analysis we investigate the actua datand proposed rule-based techniques to extract data cofiect
practices occurring in the apps’ code. With a failure practices[[14]. However, we go beyond these works in terms
rate of 0.4%, a mean F-1 score of 0.96, and a mea@f both breadth and depth. We analyze a much larger policy
analysis time of 6.2 seconds per app our approach makerpus and we focus on legal questions that have not yet
large-scale app analyses for legally relevant data pesctic been automatically analyzed. Different from many existing
feasible and reliable § (V). works that focus on pre-processing of policies, e.g. byaisin
3) Mapping the policy to the app analysis results we identifytopic modeling [[13], [[63] and sequence alignment]| [45].] [55]
and analyze potential privacy requirement inconsistencieto identify similar policy sections and paragraphs, we are
between policies and apps. We also construct a statisticéiterested in analyzing policy content.

model that helps predict such_ potential inconsistencies Supervised ML techniques, as used in this study, require
based on app metadata. For instance, apps with a To

s é’round—truth. To support the development of these teclasiqu
eDz\s/?;(r)lggro??)%?:ntri]:?/ﬁ]cséagzgtc:r?é!)égl%ver odds for thecrowdsourcing has been proposed as a viable approach for

4) In collaboration with the Califor_nia Office of the_ Attomye gizztlsq (?glsr;]g [gg]h \;a\/r;]ri}gt?:trlgvr\]/(sjsggminzn;glsj g;ucr:?]illgg\ézgydﬁg“to
General we performed a preliminary evaluation of our TP

¢ . . ¢ " | the policies’ complexity [[56], assigning annotation tagks
systemt ?hr ltherm prtlvar:g:y er?i(r)urjcergehntl aiﬂv'itr'?s' Rersu %Cperts [72] and setting stringent agreement thresholds an
suggest that our system can indeed help their [awyers ang, ation criteria [[68] can in fact lead to reliable policy
other users 1o efficiently a_na_lyze sal_lent privacy réquiré-ynnotations. However, as it is a recurring problem thataosiv
men:s fi‘::owl'n? them(lzt([)) prioritize their work towards the policy annotations grapple with low inter-annotator agree
ost critical areas.§({). ment [56], [72], we introduce a measure for analyzing their
reliability based on the notion that high annotator disagrent

Il RELATED WORK does not principally inhibit the use of the annotations fdr M
We leverage prior work in privacy policy analysili=A), purposes as long as the disagreement is not systematic.
mobile app analysis;([I-B), and their combination to identify
potential privacy requirement inconsistencig4lfC). B. Mobile App Analysis

Different from the closest related works [22], [62], our
analysis of Android apps reflects the fundamental distimcti

Privacy policies disclose an organization’s data prastice between first and third party data practices. Both have to
Despite efforts to make them machine-readable, for ingtanc be analyzed independently as one may be allowed while the
via P3P [17], natural language policies are the de-factn-sta other may not. First and third parties have separate legal
dard. However, those policies are often long and difficultrelationships to a user of an app. Among the third parties,
to read. Few lay users ever read them and regulators lackd and analytics libraries are of particular importanceolési
the resources to systematically review their contents. Foet al. found that ad libraries were responsible for 65% of
instance, it took 26 data protection agencies one week,imgrk the identified data sharing with the top four accounting for
together as the Global Privacy Enforcement Network (GPEN)43% [35]. Similarly, Demetriou et al.[[18] explored their
to analyze the policies of 1,211 apps|[38]. While various w8ork potential reach and Grace et al. [39] their security andagsiv

A. Privacy Policy Analysis



risks. They find that the most popular libraries have thedst)g AsDroid to identify contradictions between apps and ustrin
impact on sharing of user data, and, consequently, our sisaly face texts[[4]1]. Kong et al. introduced a system to infer 6gcu

of sharing practices focuses on those as well. In fact, 75% cdnd privacy related app behavior from user reviews [42]1&or
apps’ location requests serve the purpose of sharing itadth et al. [37] used unsupervised anomaly detection technitpues
networks [44]. analyze app store descriptions for outliers, and Watanabe e
al. [66] used keyword-based binary classifiers to determine

One of our contributions lies in the extension of various, pather a resource that an app accesses (e.g., location) is
app analysis techniques to achieve a meaningful analysi$qntioned in the app’s description.

of apps’ potential non-compliance with privacy requiremsen
derived from their privacy policies and selected laws. Thec Different from most previous studies we analyze apps’
functionality of our app analyzer is built on Androguard][20 behavior for potential non-compliance with privacy reeuir
a static analysis tool. In order to identify the recipienfs o ments derived from their privacy policies and selected lavs
data we create a call graph [35], [66] and use PSciout [6]step in this direction was provided by Bhoraskar et al., who
which is comparable to Stowawaly [26], to check whether arfound that 80% of ads displayed in apps targeted at children
app has the required permissions for making a certain Addroilinked to pages that attempt to collect personal infornmatio
API call or allowing a library to make such. Our work takes in violation of the law [8]. The closest results to our study
further ideas from FlowDroid 4], which targeted the shgrin were presented by Enck et al. [22] and Slavin et [all [62].
of sensitive data, its refinement in DroidSdfel[36], and ted d In an analysis of 20 apps Enck et al. found a total of 24
decompiler for Android Application Packages (APKS)][23]. potential privacy law violations caused by transmission of
However, neither of the previous works is intended for large phone data, device identifiers, or location ddtal [22]. Slavi
scale privacy requirement analysis. et al. proposed a system to help software developers detect
__potential privacy policy violations [62]. Based on mapsraf

Static analysis is ideally suited for large-scale analysis7g policy phrases to Android API calls they discovered 341
However, as it was recently showr [1], [45], it also has its-li ¢ ,ch potential violations in 477 apps.

itations. First, to the extent that the static analysis ofivnd

apps is limited to Java it cannot reach code in other languiage ~ Our approach is inspired by TaintDroid [22] and similar
In this regard, it was demonstrated that 37% of Androidto the studies of Slavin et al. [62] and Yu et &l. [[69]. How-
apps contain at least one method or activity that is executeg@ver, we move beyond their contributions. First, our pivac
natively (i.e., in C/C++)[[]. In addition to native code thds  requirements cover privacy questions previously not erachi
another obstacle that was shown to make the static analysis dlotably, we address whether an app needs a policy and
Android apps challenging: code obfuscation. A non-negl@i analyze the policy’s content (i.e., whether it describess ho
amount of apps and libraries are obfuscated at the package vsers are informed of policy changes and how they can access,
code level to prevent reverse engineeringl [45]. Finallgtist edit, and delete data). Different from Slavin et al. we also
analysis cannot be used to identify indirect techniqueshsu analyze the collection and sharing of contact information.
as reflection, which often occurs in combination with nativeSecond, TaintDroid, is not intended to have app store wide
code [1]. We will discuss how these limitations affect owdst  scale. Third, previous approaches do not neatly match @i leg
in § V-B] categories. They do not distinguish between first and third
party practices[[22],.[62], do not take into account negativ

. . . . . policy statements (i.e., statements that an app doésollect

C. Potential Privacy Requirement Inconsistencies certain data, as, for example, in the Snapchat policy quioted

While mobile app analysis has received considerable até ) [62], and base their analysis on a dichotomy of strong
tention, the analysis results are usually not placed integall and weak violations[[62] unknown to the law. Fourth, we
context. However, we think that it is particularly insighitf introduce techniques that achieve a mean accuracy of 0.94
to inquire whether the apps’ practices are consistent witf@nd a failure rate of 0.4%, which improve over the closest
the disclosures made in their privacy policies and selecte§omparable results of 0.8 and 21%[62], respectively.
requirements from other laws. The legal dimension is an

important one that gives meaning to the app analysis results I1l. PRIVACY PoLICY ANALYSIS
For example, for apps that do not provide location servibes t _ .
transfer of location data may appear egregious. Yet, afemns _IN this section we present our automated large-scale ML

might be permissible under certain circumstances if adega analysis of privacy policies. We discuss the law on privacy
disclosed in a privacy policy. Only few efforts have atteetpt Notice and choice§(Il-A), our evaluation of how many apps
to combine code analysis of mobile apps with the analysis off@ve a privacy policy {[ll-B], and the analysis of policy
privacy policies, terms of service, and selected requirame content § [-C).

Such analysis can identify discrepancies between what is

stated in a legal document and what is actually practiced im\. Privacy Notice and Choice

reality. We are filling this void by identifying potential igacy
requirement inconsistencies through connecting the amaly
of apps, privacy policies, and privacy laws.

The privacy requirements analyzed here are derived from
selected laws and apps’ privacy policies. If a policy or app
does not appear to adhere to a privacy requirement, we define

Various studies, e.g!l, [T1], [¥0], demonstrated how toterea a potential privacy requirement inconsistency to occuri¢tvh
privacy documentation or even privacy policies from progra we also refer to as potential inconsistency or non-compéan
code. Other works focused on comparing program behavioin this regard, we caution that a potential inconsistencgsdo
with non-legal texts. For example, Huang et al. proposedot necessarily mean that a law is violated. First, not &gy



Act of 1998 (COPPA) makes policies mandatory for apps
directed to or known to be used by childtéiThus, we treat
the existence of a privacy policy as a privacy requirement.

CalOPPA and DOPPA demand that privacy policies de-
scribe the process by which users are notified of policy
changel COPPA also requires description of access, edit, and
deletion right§l Under the FTC FIPP§[27] as well as CalOPPA
and DOPPA those rights are optioE&IWe concentrate our
analysis on a subset of data types that are, depending on
the context, legally protected: device IDs, location datad
contact information. App publishers are required to diselo
the collection of device IDs (even when hashed) and location
datdl] Device IDs and location data are also covered by
CalOPP/4 and for childrens’ apps according to COPBA.
The sharing of these types of information with third parties
requires consent as wefl.Our definition of sharing covers the
direct data collection by third parties from first party apps
Beyond device IDs and location data, contact informationhs

Fig. 1. Per our privacy requirements, apps that processys’e-mail addresses, may be protected@oo.
Personally Identifiable Information (PIl) need to (1) have a

privacy policy, (2-3) include notices about policy changesl It should be noted that we interpret ad identifiers to be PII
access, edit, and deletion rights in their policy, (4-6)ifyot since they can be used to track users over time and across
users of data collection practices, and (7-9) disclose howdevices. We are also assuming that a user did not opt out
data is shared with third parties. The notice requirements f Of ads (because otherwise no ad identifiers would be sent to
policy changes and access, edit, and deletion are satisfied kopted out ad networks). We further interpret location data t
including the notices in the policies while the collectionda particularly cover GPS, cell tower, and Wi-Fi locations. We
sharing practices must be also implemented in the apps. Wassume applicability of the discussed laws and perform our
consider collection and sharing implemented in an app if itanalysis based on the guidance provided by the FTC and
sends data to a first or third party server, respectively. §hu the California Office of the Attorney General (Cal AG) in
it is not enough if data is kept on the phone but never sent. enforcement actions and recommendations for best practice

(e.g., [27] and([111]). Specifically, we interpret the FTCians

as disallowing the omission of data practices in policied an
requirements might be applicable to all apps and policiesassume that silence on a practice means that it does nofidccur
Second, our system is based on a particular interpretafion d-inally, we assume that all apps in the US Play store are
the law. While we believe that our interpretation is sound andsubject to CalOPPA and DOPIEAWe believe this assumption
in line with the enforcement actions of the FTC and otheris reasonable as we are not aware of any US app publisher
regulatory agencies, reasonable minds may diffenird, our  excluding California or Delaware residents from app use or
system is based on machine learning and static analysis angkoviding state-specific app versions.
thus, by its very nature errors can occur. Figlle 1 provides
an overview. of the law on notice and choice an_d the ningg. Privacy Policy Requirement
privacy requirements that our system analyzes (Privacicyol
Requirement, NPC, NAED, CID, CL, CC, SID, SL, SC).

Privacy Requirements
(1) Privacy Policy Requirement

Collection

(4) CID: Collection IDentifier*
(5) CL: Collection Location**

(6) CC: Collection Contact***

Sharing

(7) SID: Sharing IDentifier*
(8) SL: Sharing Location**
(9) SC: Sharing Contact***

L Notices

Privacy Policy |

Notices
(2) NPC: Notice Policy Changes
(3) NAED: Notice Access,

Edit, and Delete

l Notices

* 1P, Android/Device ID, MAC, IMEI,
Google Ad ID and Client ID, ...

*% GPS, Cell Tower, Wi-Fi, ... |

#%% E-Mail, Phone Number, ...

l Implementation

App |

To assess whether apps fulfill the requirement of having

. . . i a privacy policy we crawled the Google Play store and

As to the privacy policy requirement, there is no generallyqgownloaded a samplex(= 17,991) of free apps (full app
applicable federal statute demanding privacy policiesfus. set We started our crawl with the most popular apps and
However, California and Delaware enacted comprehensivg,|iowed random links on their Play store pages to other apps
online privacy legislation that effectively serves as aam@ e included all categories in our crawl, however, excluded

minimum privacy threshold given that app publishers usuall Google's Designed for Families program (as Google already
do not provide state-specific app versions or exclude Gai#io

or Delaware residents. In this regard, the California Gnlin
Privacy Protection Act of 2003 (CalOPPA) requires online
services that collect Pl to post a pol@yThe same is true
according to Delaware’s Online Privacy and Protection Act
(DOPPA)] In addition, the FTC’s Fair Information Practice
Principles (FTC FIPPs) call for consumers to be given notice
of an entity’s information practices before any PIl is col-
lected [27]. Further, the Children’s Online Privacy Proimt

“We are focusing on the US legal system as we are most familiar with it. Hawiev
principle, our techniques are applicable to any country with a privacy noticelamide
regime.

5Cal. Bus. & Prof. Codeg22575(a).

5Del. Code Tit. 6§1205C(a).

716 CFR§312.4(d).

8Cal. Bus. & Prof. Codg22575(b)(3), Del. Code Tit. §1205C(b)(3).

916 CFR§312.4(d)(3).

10cal. Bus. & Prof. Code§22575(b)(2), Del. Code Tit. §1205C(a).

i the Matter of Nomi Technologies, Inc. (September 3, 2015).

12Cal. Bus. & Prof. Code§22577(a)(6) and (7)[11].

1316 CFR§312.2(7) and (9).

Y4Complaint In the Matter of Goldenshores Technologies, LLC, and Erik M. IGeid

(April 9, 2014).

15Cal. Bus. & Prof. Code22575(b)(6), Del. Code Tit. §1205C(b)(6).

6Complaint In the Matter of Snapchat, Inc. (December 31, 2014).

Complaint In the Matter of Snapchat, Inc. (December 31, 2014).

18Cal. Bus. & Prof. Code§§22575-22579, Del. Code Tit. $1205C.

Swhenever we refer to the Google Play store we mean its US site. Details on the

various app and policy sets that we are using are described in Apdehdix A.
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-
0 30% - May 13, 2015
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20% - March 15, 2015

Fig. 2: We analyze 17,991 free apps, of which 9,295 (52% g 10%- *
link to their privacy policy from the Play store (left). Ouf o
the remaining apps, 6,198 (71%) appear to lack a policy while 01K ok 100K .
engaging in at least one data practice (i.e., Pll is proce§se Number of Installs

that would require them to have one (right).

% Apps w/o Policy Link

0%- ® / May2, 2015 December 31, 2015 @

Fig. 3: A linear regression model with the last app update year
as independent variable and the percentage of apps without a
policy link as dependent variable gived = 0.79 (top). In
requires apps in this program to have a policy) and Androicgddition, a polynomial regression model using the number of
Wear (as we want to focus on mobile apps). We assumistalls as independent variable results in a multipte= 0.9
that our sample is representative in terms of app categorie&0ttom).
which we confirmed with a two-sample Kolmogorov-Smirnov
goodness of fit test (two-tailed) against a sample of a millio i i ) :
apps [49]. We could not reject the null hypothesis that bot{€Ve! based on a two-tailed binomial te€)Thus, accounting
were drawn from the same distribution (i.e.,  0.05).  for an additional 17% (1,478/8,696) of apps having a policy
However, while the Play store hosts a long tail of apps thaf!Sewhere leaves us with00% — 12% — 17% = 71% out
have fewer than 1K installs (56%) [49], we focus on more©f 7 = 8,696 apps to be potentially non-compliant with the
popular apps as our sample includes only 3% of such apps.Policy requirement.

Predicting Potential Privacy Policy Requirement Inconsis
Potential Privacy Policy Requirement InconsistenciesOut  tencies.As it appears that apps with frequent updates typically
of all policies in the full app set we found that = 9,295 have a policy, we evaluate this hypothesis on our full app set
apps provided a link to their policy from the Play store (full using Pearson’s Chi square test of independence. Spdpgifical
policy set) andn = 8,696 apps lacked such. As shown in it is our null hypothesis that whether an app has a policy is
Figure [2, our results suggest that 71% (6,198/8,696) appsdependent from the year when it was most recently updated.
without a policy link are indeed not adhering to the policy As the test returns gt 0.05, we can reject the null hypothesis
requirement. We used the Play store privacy policy links ast the 95% confidence level. Indeed, as shown in the linear
proxies for actual policies, which we find reasonable sinceegression model of Figulg 3 (top), apps with recent update
regulators requested app publishers to post such links [30years have more often a policy than those that were updated
[11] and app store owners obligated themselves to provide thlonger ago. In addition to an app’s update year there are
necessary functionality [10]. The apps in the full app setewe other viable predictors. As shown in the polynomial regigss
offered by a total of 10,989 publishers, and their app storenodel of Figuré B (bottom) the number of installs is insightf
pages linked to 6,479 unique privacy policies. Apps with high install rates have more often a policy thansapp
with average install rates (g 0.05). Surprisingly, the same

We arrive at 71% after making two adjustments. First,iS @lso true for apps with low install rates. An explanation
if an app does not have a policy it is not necessarily nonfould be that those are more recent apps that did not yet
compliant with the policy requirement. After all, apps tiaae ~ 9ain popularity. Indeed, apps with low install rates are on
not processing PIl are not obligated to have a policy. Indeec@verage more recently updated than apps with medium rates.
we found that 12% (1,020/8,696) of apps without a policy link For €xample, apps with 500 to 1K installs were on average
are not processing PIl and, thus, accounted for those appdPdated on March 15, 2015 while apps with 50K to 100K
Second, despite the regulators’ requests to post polids lin installs have an average update date as of January 23, 2015.

in the Play store, some app publishers may still decide to Further, apps with an Editors’ Choice or Top Developer

post their policy elsewhere (e.g., inside their app). Tooaet 5446 ysually have a policy, which is also true for apps that
for that possibility we randomly selected 40 apps from ourgga, in-app purchases. It is further encouraging that agifis

full app set that did not have a policy link in the Play store 5 content rating for younger audiences often have a policy.
but processed PIIl. We found that 83% (33/40) do not seem

to have a pollcy posted anywhere (with a Clopper-Pearsonzoy cis in this paper are based on a two-tailed binomial test and the CloppereRears
confidence interval (Cl) ranging from 67% to 93% at the 95%interval at the 95% level.




Practice | No. Ann |  AQpo % AQpor | Fleiss,o/Krippor soe [ 1 1 1 e o8 . e

NPC 395 86/115 75% 0.64 ray - |08 054 1 0.33

NAED 414 807115 70% 0.59 wae-| o&7 |oes IR DE v
CID 449 927115 | 80% 0.72 - S s ors
CL 326 85/115 | 74% 0.64 Gi-| 1 07
CC 830 86/115 | 75% 05 oan- 1 [ o8 | 1 1] o | 1 1| s
SID 90 101/115 88% 0.76 2::: ﬁ 0:7 1 0.174 Ofl 0%7 0.126 0;7 .
SL 51 95/115 83% 048 Ann - 0.35 0.91 0.26 1 0.91 0.33 1 0.87

SC 276 85/115 74% 058 NPC.(A 5) N/\E[‘) (6.6) C\D.(S 1) cL ES 1) CC. (6) SID .(1 2) SL (.1 8) SC 65 1)

TABLE I: Absolute numbers of annotations (No. Ann) and .- |GGl o 1 o7 1 oss | 0@ | 038
various agreement measures, specifically, absolute agree i e —— 07 07 NEGSRER o™ !
ments (Ag,), percentage agreements (% ,A9, Fleiss’ x el 1 5
(Fleiss,;), and Krippendorff'sa (Krip,.). All agreement has 1
measures are computed on the full corpus of 115 policie: Dj‘“j— - e — o~
and on a per-policy basis (e.g., for 92 out of 115 policies co- @ o | H 0z om m oz "
the annotators agreed on whether the policy allows coltecti Bea- 087 1 E 1 1 %

Of |dent|f|ers) ) Ann - 0.41 0.74 0.7 0.56 1 0.65

1 1 0.7 1 0.74
0.56 1 1 0.87 1
1 1 0.56 1 0.94

p values
1.00

0.91 0.75

1 1 0.41 1 1 0.50

Plelee e

NPC'(4.2) NAED39) CID(18) CL(39) cCC(@27) SID(27) SL(42) SC(39)

Fig. 4: Analysis of systematic disagreement among anno-

Most apps for Everyone 10+ (75%), Teen (65%), and Maturdators for the different data practices with binomial tests
17+ (66%) audiences have a policy while apps that have akarger p values mean fewer disagreements. If there are no
Everyone rating (52%) or are unrated (30%) often lack[@ne. disagreements, we define # 1. An annotator can be in
Further' various app Categories are particu|ar|y Sumtd)r the minority when omitting ah annotation that the two other
not having a policy. Apps in the Comics (20%), Libraries annotators made (top) or adding an extra annotation (bojtom
& Demo (10%), Media & Video (28%), and Personalization Our results show few instances of systematic disagreerfieat.
(28%) categories have particularly low policy percentagss Nhumbers in parentheses show the average numbers of absolute
compared to an average of 52% of apps having a policy acrogisagreements per annotator for the respective practices.
categories. Combining these predictors enables us to zoom

in to areas of apps that are unlikely to have a policy. For

instance, in the Media & Video category the percentage oPf 0.72 and 0.76 is fair. However, it is below 0.67 for the
apps with a policy decreases from 28% for rated apps to 12%gmaining classes. While we would have hoped for stronger
for unrated apps. A similar decrease occurs in the Libraies agreement, the annotations with the observed agreemets lev

Demo category from 10% to 8%. can still provide reliable ground-truth as long as the dfass
are not misled by patterns of systematic disagreement,hwhic
C. Privacy Policy Content can be explored by analyzing the disagreeing annotatiofis [5

We now move from examining whether an app has a policy To analyze whether disagreements contain systematic pat-
to the analysis of policy content (i.e., privacy requiremnser9  terns we evaluate how often each annotator disagrees véth th
in Figure[1). As a basis for our evaluation we use manuallyother two annotators. If he or she is in a minority position
created policy annotations. for a statistically significant number of times, there midlet
- , a misunderstanding of the annotation task or other systemat
1) Inter-annotator AgreementFor training and testing of reason for disagreement. However, if there is no systematic

our policy classifigrs we Ie'vgrage the OPP-115 corpuls [67]_%isagreement annotations are reliable despite low agneem
corpus of 115 privacy policies annotated by ten law StLJOlent?evels [57]. Assuming a uniform distribution each annatato

that includes 2,831 annotations for the practices discusse : AN ;
. . ' . . ; : should be in the minority in 1/3 of all disagreements. We
in this study. The annotations, which are described in .Ueta'test this assumption with the binomial test for goodness of

in [67], serve as the ground-truth for evaluating our cless. . i . . R

Each annotator annotated a mean of 34.5 policies (median 34 t'espeﬁgggﬁlilg’ 0"}:’2#2%;2%%?%2;% glf%gggci?mtgsciib?ﬁe

We select annotations according to majority agreement, (i.e .~ ™. : e : .

two out of three annotators agrged on Jit). X\s ?[ is irrelév(an minority by adding up the probability of being exactitimes

from a legal perspective how often a practice is described i ?h;ﬁ[(aismtl)g?r:gyélt\/)veaiggﬁrft;eum;%m;)hilrrgr::%ﬁ%aur%gr;%

geg?:lrli‘l:oye,swae T/iisu:gc\glg ee tar‘ltelreggtng;iteors agree that a poll the expected probability of 1/3. We use a one-tailed test a
9 P ' we are not interested in finding whether an annotator is fewer

High inter-annotator agreement signals the reliabilityhgf  times in the minority than in 1/3 of the disagreements.

ground-truth on which classifiers can be trained and tegted. o ]

agreement measures we use Fleissand Krippendorff'sa, As shown in Figure 4, we only found few cases with

which indicate that agreement is good above 0.8, fair batweeSystematic disagreement. More specifically, for 7% (11) 180

0.67 and 0.8, and doubtful below 0.67 [47]. From our resultslisagreements we found statistical significance<(p.05) for

in Table[] it follows that the inter-annotator agreement for€jecting the null hypothesis at the 95% confidence level tha

collection and sharing of device IDs with respective valueghe disagreements are equally distributed. We see thalynear
half of the systematic disagreements occur for Gil. However

2lRatings follow the Entertainment Software Rating Board (ESRB) [24]. excluding Gil's and other affected annotations from thairey




. . Base | AcC,u 95% CI Prec,. ReG,e F-1,e F-1,0s Pos
Practice | Classifier | Parameters (n=40) (n=(i1p0) (n=40) (n= 403’ (n= 405) (n= 409) (n:ZO) (1=9.050)
NPC SVM RBF kernel, weight 0.7 0.9 0.76-0.97] 0.79 0.92 0.85 0.93 46%
NAED SVM linear kernel 0.58 0.75 0.59-0.87| 0.71 0.71 0.71 0.78 36%
CID Log. Reg. | LIBLINEAR solver 0.65 0.83 | 0.67-0.93| 0.77 0.71 0.74 0.87 46%
CL SVM linear kernel 0.53 0.88 | 0.73-0.96| 0.83 0.95 0.89 0.86 34%
CC Log. Reg. | LIBLINEAR, L2, weight 0.8 0.88 | 0.73-0.96| 0.71 0.63 0.67 0.92 56%
SID Log. Reg.| LBFGS solver, L2 0.88 0.88 | 0.73-0.96| 0.94 0.91 0.93 0.55 10%
SL SVM linear kernel, weight 0.95 0.93 0.8-0.98 0.97 0.95 0.96 - 12%
SC SVM poly kernel (4 degrees) 0.73 0.78 | 0.62-0.89| 0.79 0.93 0.86 0.47 6%

TABLE II: Classifiers, parameters, and classification results for pudicy test set (n=40) and the occurrence of positive
classifications (Pos) in a set of n=9,050 policies (full gppicy set). We obtained the best results by always settieg t
regularization constant ta = 1 and for NPC, CC, and SL adjusting weights inversely propodl to class frequencies
with scikit-learn’scl ass_wei ght (weight). Except for the SL practice, all classifiers’ acties (Acg,;) reached or exceeded
the baseline (Base) of always selecting the most often doguclass in the training setPrecyeq, Recpeq, and F-1,., are the
scores for the negative classes (e.g., data is not collesteshared) while F-},, is the F-1 score for positive classes.

- - - : using a second set of keywords that refers to the actions of a
def |ocation_feature_extraction(policy): data practice (e.g., for the location sharing practicer e and
part ner) to create unigram and bigram feature vectors [72].

1

2

2 data_type_keywor 95 . [ geo . = dps ] , Thus, for example, if the keyword “share” is encountered, th
4 action_keywords = ['share’, ’'partner’] . “ wo " :

s relevant sentences =’ bigrams “not share” or “will share” would be extracted if the
s feature vector = '’ words before “share” are “not” and “will,” respectively. &h

7 - feature vectors created from bigrams (and unigrams) are the
s for sentence in policy: used to classify the practices. If no keywords are extradhed

9 for keyword in data_type_keywords: classifier will select the negative class. We applied thedpor
10 if (keyword in sentence): stemmer to all processed text.

i
[

rel evant _sentences += sentence o i
For finding the most meaningful features as well as for

i
~

13 words = tokenize(rel evant_sent ences) the subsequent classifier tuning we performed nested cross-
14 bigrams = ngrans(words, 2) validation with 75 policies separated into ten folds in thedr

15 _ _ ) loop and 40 randomly selected policies as held out test set
s for bigramin bigrams: (policy test set). We used the inner cross-validation tectel

v f.ofr klfy"‘mdd'.” ag.“ on_keywor ds: the optimal parameters during the classifier tuning phase an
B ezgt L?I’y;\f\;ectl gr l:gr?i”;r' am bigran{ 0], the held out policy test set for the final measure of classiéina

performance. We stratified the inner cross-validation toicav

2 brorant 1} misclassifications due to skewed classes. After evaluatiag

n  return feature vector performance of our classifiers with the policy test set weeadd
— — - - - the test data to the training data for the final classifierseo b

Listing 1: Pseudocode for the location sharing practice. used in our large-scale analysis.

; lassifi had onlv litl iceable eff 3) Classification: During the tuning phase we prototyped
set for our_cassrll |ers| a_f_ only little not|cea|1_ ﬁle_eCté FO various classifiers with scikit-leari [51], a Python libyar
some practices the classification accuracy slightly Irs#ea g5t vector machines and logistic regression had the bes

for others it Sl'ghﬂ%’f. Qecrleas<a|q.bl1' hus, we believe thgff OUberformance. We selected classification parameters thaivi
annotations are sufficiently reliable to serve as grounthtr o for each data practice,

for our classifiers. As other works have already explored, lo

levels of agreement in policy annotations are common and d€lassifier Performance for Policy Test SetThe classification

not necessarily reflect their unreliability [56], [72]. Imadt, results for our policy test set, shown in Table II, suggeat the
different from our approach here, it could be argued that aML analysis of privacy policies is generally feasible. Fbet
annotator’s addition or omission of an annotation is not anegative classifications our classifiers achiéw,., scores
disagreement with the others’ annotations to begin with. between 0.67 and 0.96. These scores are the most important
measures for our task because the identification of a patenti
privacy requirement inconsistency demands that a practice
occurring in an app isot covered by its policy § NV-A).
Consequently, it is less problematic that the sharing et
which are skewed towards the negative classes, have edativ

most meaningful keywords for each practice and created se Qw P10, Scores of 0.55 (SID) and 0.47 (SC) or could not
e calculated (SL) due to a lack of true positives in the golic

of keywords. One set of keywords refers to the data type of th?est set

practices (e.g., for the location sharing practe® andgps) '

and is used to extract all sentences from a policy that comtiai  Classification Results for Full App/Policy Set.We applied

least one of the keywords. On these extracted sentenceswe awr classifiers to the policies in the full app/policy set twit

2) Feature Selection:One of the most important tasks
for correctly classifying data practices described in gqriv
policies is appropriate feature selection. Listing 1 shavs
simplified example of our algorithm for the location sharing
practice. Using information gain and tf-idf we identifiedeth
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Fig. 5: (1) Our system first crawls the US Google Play store for frepsa2) Then, it performs for each app a static analysis.
Specifically, it applies permission extraction, call grapieation, and call ID analysis, the latter of which is based Android
system and third party APIs. (3) Finally, results for theleotion and sharing practices are generated and stored.

n = 9,050 policies. We obtained this set by adjusting our IV. MOBILE APPANALYSIS
full policy set (@ = 9,295) to account for the fact that

not every policy link might actually lead to a policy: for 40 wall o d di Si
randomly selected apps from our full policy set we checkecfPPS actually appear 10 do we now discuss our app analysis

whether the policy link in fact lead to a policy, which was ?ﬁ)lproach. \.’\{]e r?egln with our lsy_stem d|e5|g§n[]XE] and
the case for 97.5% (39/40) of links (with a Cl of 0.87 to 1 oW up with the system’s analysis resulIi-B).

at the 95% level). As the other 2.5%, that is, one link, lead ] ]

to some other page and would not contain any data practic®- APP Analysis System Design

descriptions, we randomly excluded from the full policy set o, app analysis system is based on Androguard [20],
2.5% = 245 of policies without any data practice descrif®ion 5y gpen source static analysis tool written in Python that
leaving us withn = 9,295 — 245 = 9,050 policies in the  56yides extensible analytical functionality. Apart frothe
full app/policy set. We emphasize that this technique d@s n 54 intervention in the construction and testing phese,
allow us to determine whether the 245 documents actuallgysiem's analysis is fully automated. Figiile 5 shows a bketc
did not contain a policy or had a policy that did not describeyt oyr system architecture. A brief example for sharing of

any practices. However, in any case the adjustment inGeasgeyice |Ds will convey the basic program flow of our data-
the occurrence of positive data practice instances in the fuqiven static analysis.

app/policy set keeping discrepancies between apps armgmli
at a conservative level as some apps for which the analysis di  For each app our system builds an API invocation map,
not find any data practice descriptions are now exclf|ded. ~Which is utilized as a partial call graph (call graph crea}io
. . . . . To Iillustrate, for sharing of device IDs all calls to the

It_appears that many privacy policies fail to satisfy PrWac anqroi d. t el ephony. Tel ephonyManager . get Devi cel d
requirements. Most notably, per Taflé Il, only 46% describeap| are included in the call graph because the caller can
the notification process for policy changes, a mandatoryse it 1o request a device ID. All calls to this and other
requirement for apps under California and Delaware lawapis for requesting a device ID are added to the graph and
Similarly, only 36% of policies contain a statement on USelyassed to the identification routine (call ID analysis), alhi
access, edit, and deletion rights, which COPPA requires fognhacks the package names of the callers against the package

childrens’ apps, that is, apps intended for children or kmOW ames of third party libraries to detect sharing of data. We
to be used by children. For the sharing practices we expectegd ;s on a set of ten popular libraries, which are listed in

more pc_)licies to engage in the SID, SL, and SC practices. Th‘?ablel]]]]lﬁ In order to make use of thget Devi cel d API a
respective 10%, 12%, and 6% are rather small percentaggpyary needs thekEAD PHONE_STATE permission. Only if the
for a presumably widely occurring practice, especiallyegi  gnajysis detects that the library has the required peramissi
our focus on policies of free apps that often rely on targeu9‘?permission extraction), the app is classified as sharivigede
advertising. IDs with third partie€d We identified relevant Android API
Runtime Performance and Failure Rate.The analysis of calls for the types of information we are interested in arel th
all practices for the policies in the full app/policy setu@ged  Permission each call requires by using PScbut [6].

about half an hour in total running ten threads in parallehon Our static analysis is informed by a manual evaluation
Amazon Web Services (AWS) EC2 instance m4.4xlarge withyt apdroid and third party APIs. Because sharing of data
2.4 GHz Intel ’)>(eonh E‘;"2676 v3 (Haswel)), t6 VCEU' and 640t often occurs through third party librariés [23], we can
GiB memory [2]. The feature extraction took up the majority |e erage the insight that the observation of data sharimg fo
of time and the training and classification finished in abou given library allows extension of that result to all apps
one minute. There was no failure in extracting policy feasur

or analyzmg pO“C|eS- 2The limitation on a small set of libraries allows us to manually analyze itivary
functions freeing us from using resource-intensive data flow analysis techniques in
2We also checked the random sample of 40 apps for policies dynamically loaded vi@PP analysis. However, in principle, it is possible to include monetibs.

In order to compare our policy analysis results to what

JavaScript because for such policies the feature extraction would fail. We had/eths 24Android’s permission model as of Android 6.0 does not distinguishwéen
such dynamic loading before. However, as neither of the policies in the sawgsd permissions for an app and permissions for the app’s libraries, which, thusegaest
loaded dynamically, we do not make an adjustment in this regard. all permissions of the app.



3rd Pal’ty Library Base Accapp 95% ClI Precpos Re(;)os F'lpos F'lneg POS,U/ pol POSu/o pol

Crashlytics/Fabric Pract | (=40 | (n=40) | (n=40) | (n=40) | (n=40) | (n=40) | (n=40) | (n=9.295) | (n=8,696)

Crittercism/Aptel. CID 0.8 0.9 0.76-0.97| 0.89 1 0.94 0.67 95% 87%

Flurry Analytics CL 0.55 0.8 0.64-0.91| 0.73 1 0.85 0.71 66% 49%

Google Analytics cC 0.78 1 0.91-1 1 1 1 1 25% 12%

Umeng SID 0.68 0.95 0.83-0.99 1 0.93 0.96 0.93 71% 62%

AdMob* SL 0.93 1 0.91-1 1 1 1 1 20% 16%

InMobi* SC 0.98 1 0.91-1 1 1 1 1 2% 0%

*
m:I)IZﬁEiaIMedia* TABLE IV: App analysis results for the app test set (n=40) and the peages of practices’
StartApp* occurrences in the full app set (n=17,991). More specificattos_w/ pol and Pos_w/o pol are
showing what percentage of apps engage in a given practicthéosubset of apps in the full app set

TABLE IIl:  Ad* with a policy (n=9,295) and without a policy (n=8,696), respively. We measure precision, recall,
and analytics li- and F-1 score for the positive and negative classes with,theand ,,., subscripts designating the
braries. respective scores.

using the same library [35]. As the top libraries have theof 0.96, show the overall reliability of our approach. For al
farthest reach [35] we focus on those. We used AppBiain [3practices the accuracy is also above the baseline of always
to identify the ten most popular libraries by app count thatselecting the test set class that occurs the most for a given
process device ID, location, or contact data. To the extenpractice. Overall, as shown in Talle] IV, our results denranst

we were able to obtain them we also analyzed previoushe general reliability of our analysis.

library versions dating back to 2011. After all, apps somes ] ]

continue to use older library versions even after the liprar Data Practice Results for Full App Set.For all six data
has been updated. For each library we opened a developBfactices we find a mean of 2.79 occurring practices per app
account, created a sample app, and observed the data flof¥ apps with policies and 2.27 occurrences for apps without
from the developer perspective. For these apps as well d@olicies. As all practices need to be described in a poliay pe
for a sample of Google Play store apps that implement th&ur privacy requirements [ll-A), it is already clear that there
selected libraries we additionally observed their behafimm ~ are substantial amounts of potential inconsistencies destw
the outside by capturing and decrypting packets via a man-ir@PPs and policies simply due to missing policies. For exampl
the-middle attack and a fake certificate|[54]. We also arelyz the SID practice was detected in 62% of apps that did not
library documentations. These exercises allowed us taiatel have a policy (Tablé V), which, consequently, appear to be

which data types were sent out to which third parties. potentially non-compliant with privacy requirements. fRer-
more, for apps that had a policy only 10% disclosed the SID

practice (Tabl&ll) while it occurred in 71% of apps (Tabl8.lvV
Thus, 61% of those apps are potentially non-compliant is thi
Performance Results for App Test SetBefore exploring the regard. The only practices for which we cannot immediately
analysis results for the full app set we discuss the perfooma infer the existence of potential inconsistencies are the CC
of our app analysis on a set of 40 apps (app test set), whicand SC practices with policy disclosures of 56% and 6% and
we selected randomly from the publishers in the policy tesbccurrences in apps of 25% and 2%, respectively. We can think
set (to obtain corresponding app/policy test pairs for oumf two reasons for this finding.

later performance analysis of potential privacy requinetne ) ) o

inconsistencies if§ V-A). To check whether the data practices ~ First, there could be a higher sensitivity among app
in the test apps were correctly analyzed by our system weublishers to notify users of practices related to con-
dynamically observed and decrypted the data flows from théact data compared to practices that involve device iden-
test apps to first and third parties, performed a manualcstatitifiers and location data. Publishers may categorize con-
analysis for each test app with Androguarrd][20], and studiedact data more often as PIl. Second, different from de-
the documentations of third party libraries. Thus, for eplem  Vice ID and location data, contact information is often pro-
we were able to infer from the proper implementation of avided by the user through the app interface bypassing the
given library that data is shared as explained in the libsary APIs that we consider for our static analysis (most notably,
documentation. We did not measure performance based dR€ android. accounts. Account Manager . get Account s
micro-benchmarks, such as DroidBenth [4], as those do ndPl). Thus, our result demonstrates that the analysis @opro

fully cover the data practices we are investigating. has to be custom-tailored to each data type and that the
user interface should receive heightened attention inrdutu

~Inthe context of potential inconsistenci¢$MA) correctly  works [62]. It also illustrates that our results only remesa
identifying positive instances of apps’ collection andréh&  |ower bound, particularly, for the sharing practices (S8,

practices is more relevant than identifying negative insé8  SC), which are limited to data sent to the ten publishers ef th
because only practices thate occurring in an app need to be |ipraries in TabldTll.

covered in a policy. Thus, the results for the data practidds

rarely occurring positive test cases are especially natéwo  Limitations. There are various limitations of our static anal-
CC, SL, and SC all reached-1,,, = 1 indicating that our ysis. At the outset our approach is generally subject to the
static analysis is able to identify positive practices eifehey  same limitations that all static analysis techniques foduid
rarely occur. Further, the F;J, scores, averaging to a mean are facing, most notably, the difficulties of analyzing wveti

B. App Analysis Results
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Acc ACCpor- ACCapp | 95% CI | PreGos | ReGos | F-1pos | F-lneg | MCC | TP, FP, TN, FN | Inconsistent

Practice | ,-40) (n=40) (n=40) | (n=40) | (n=40) | (n=40) | (n=40) | (n=40) (n=40) (n=9,050)
CID 0.95 0.74 0.83-0.99| 0.75 i 086 | 097 | 084 6, 2, 32,0 50%
CL 0.83 0.7 0.67-0.93| 054 1 0.7 0.88 | 065 8,7, 25, 0 1%
cC 1 0.88 0.91-1 - - - T - 0, 0, 40, 0 9%
SID 0.85 0.84 0.7-094 | 093 | 074 | 082 | 087 | 0.71 14, 1, 20, 5 63%
SL 1 0.93 0.91-1 T 1 1 T 1 3,0, 37,0 17%
SC i 0.78 0.91-1 1 i i T 1 1,0, 39, 0 2%

TABLE V: Results for identifying potential privacy requirement ansistencies in the app/policy test set (n=40) and the
percentage of such potential inconsistencies for all 9,@B@/policy pairs (Inconsistent). Assuming independenfceaticy
and app accuracies, Agg- ACG,,p, that is, the product of policy analysis accuracy (Table apd app analysis accuracy
(Table[1V), indicates worse results than the directly meediaccuracy. The Matthews correlation coefficient (MCChjalv is
insightful for evaluating classifiers in skewed classedjdates a positive correlation between observed and prediclasses.

code, obfuscated code, and indirect techniques (e.g.creflem4.10xlarge with 2.4 GHz Intel Xeon E5-2676 v3 (Haswell),
tion). However, there are various considerations thatimmaé 40 vCPU, and 160 GiB memoryl[2] the analysis of all 17,991
exposure of our approach to these challenges. First, if aAPKs took about 31 hours. The mean runtime is 6.2 seconds
app or a library uses native code, it cannot hide its accesser APK analysis.

to Android System APIs[[35]. In addition, the use of native

code in ad libraries is minimal_[45]. Indeed, we have rarely V. IDENTIEYING POTENTIAL INCONSISTENCIES
encountered native code in our analysis. Similarly, thedriee

interact with a variety of app developers effectively ptots In this section we unite our policys ([} and app § V)

the use of indirect techniquels| [9]. However, code obfusaati analyses. We explore to which extent apps are potentially no
in fact presents an obstacle. Our static analysis failed4#0 compliant with privacy requirements [V-A) and show how
(64/18,055) of all cases due to obfuscation (i.e., an app’@pp metadata can be used to zoom in on sets of apps that have
Dex file completely in bytecode). However, our failure ratea higher likelihood of non-compliancé [ZB).

improves over the closest comparable rate of 21% [62].

It is a further limitation of our approach that the identifica A. Potential Inconsistencies in Individual App/Policy iai

tion of data practices occurs from the outside (e.g., sesidey  Potential Inconsistencies from a Developer’s Perspective
code is not considered). While this limitation is not a proble As the results of a survey among app developers suggest a
for companies’ analysis of their own apps, which we see a$ack of understanding privacy-best practices [7], it cobkl
a major application of our approach, it can become prevalerthat many of the potential inconsistencies we encountered
for regulators, for instance. In many cases decrypting HSTP are a consequence of this phenomenon as well. Especially,
traffic via a man-in-the-middle attack and a fake certificsile =~ many developers struggle to understand what type of data
shed some light. However, it appears that some publishers athird parties receive, and with limited time and resourcemne
applying encryption inside their app or library. In thosses ~ self-described privacy advocates and security expertsptga
the analysis will need to rely on inferring the data practite with implementing privacy and security protectioh$ [7].this
guestion indirectly. For example, it remains possible teath regard, our analysis approach can provide developers with a
whether a library is properly implemented in an app accaydin valuable indicator for instances of potential non-compdia
to the library’s documentation, which lends evidence to theFor identifying potential inconsistencies positive appssles
inference that the app makes use of the documented practicemd negative policy classes are relevant. In other worda, if
_ ) data practice does not occur in an app, it does not need policy

Also, our results for the sharing practices only refer tocoverage because there can be no inconsistency to begin with
the ten third parties listed in Tablellll. The percentages fo Similarly, if a user is notified about a data practice in a @gli
sharing of contacts, device IDs, or locations would almosit is irrelevant whether the practice is implemented in the a
Certalnly be hlgher if we would consider additional libemi or not. Either way, the app is covered by the p0||cy Based on

In addition, our definition of sharing data with a third party these insights we analyze the performance of our approach.
only encompasses sharing data with ad networks and arglytic

libraries. However, as it was shown that ad libraries are thé&erformance Results for App/Policy Test SetTo evaluate the
recipients of data in 65% of all casés [35], we believe thist th Performance of our system for correctly identifying poteht
definition covers a substantial portion of sharing prastide  Privacy requirement inconsistencies we use a test set with
should be finally noted that our investigation does not idelu corresponding app/policy pairs (app/policy test set). The
collection or sharing of data that occurs through user inputcontains the 40 random apps from our app test $&{B)
offline, or at app servers’ backends. However, as our arsalysgnd their associated policies from our policy test §&fl{C3).
already identifies a substantial percentage of potentiadly- ~ We associate an app and a policy if the app or its Play store

compliant apps, we think that there is value in our techrsquePage links to the policy or if the policy explicitly declares
even with these limitations. itself applicable to mobile apps. As only 23 policies satisfis

requirement some policies are associated with multiplesapp
Runtime Performance. In terms of runtime performance, As shown in Tabld_V/, accuracy results range between 0.83
using ten threads in parallel on an AWS EC2 instanceand 1 with a mean of 0.94. Although not fully comparable,
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Variable Pos p value | OR 95% ClI

0.25- No. of Apps No. User Ratings| 100% | 0.0001 | 0.9 | 0.9999998-0.

0.20 Overall Score 100% | <0.0001| 1.4 1.24-1.57
D Badge 21% | <0.0001| 0.57 | 0.49-0.65

>
g oer ‘ 15K In-app Purchases 27% | 0.08 | 1.15| 0.99-1.34
0 0.10- 1K Interactive Elm 45% | <0.0001| 1.33 1.17-1.53
0.05- E 500 Content Unrated | 5% 0.002 0.68 0.53-0.87
.. |l
o 1 2 3 4 5 6

0.00 TABLE VI: Significant variables for predicting apps’ potential
non-compliance with at least one privacy requirement ag-eva
uated on our full app/policy set (h=9,050). Top Developed an
Fig. 6: For the full app/policy set (n = 9,050) we found that Editor's Choice badges are assigned by Google. Interactive
2,455 apps have one potential inconsistency, 2,460 have twlements and unrated content refer to the respective ESRB
and only 1,461 adhere completely to their policy. Each aprIassﬁlcatlons [24]. Pos designates the percentages _atlpes
exhibits'a mean of 1.83 (16,536/9,050) potential incomsist Ccases (e.g., 100% apps have an overall score), OR is the odds
cies (with the following means per data practice: CID: 0.5, fatio, and the 95% Cl is the profile likelihood ClI.

CL: 0.41, CC: 0.09, SID: 0.63, SL: 0.17, SC: 0.02).

Number of Potential Privacy Requirement Inconsistencies

AsDroid achieved an accuracy of 0.79 for detecting stealthy e average number of 1.83 potential inconsistencies per
behavior [41] and Slavin et al[[62] report an accuracy of2PP IS high compared to the closest previous averages with

0.8 for detecting discrepancies between app behavior an@t62 (113/182) cases of stealthy behaviorl [41] and potentia
policy descriptions. For the 240 classification instancethe ~ Privacy violations of 1.2 (24/20) [22] and 0.71 (341/4772]6
app/policy test set—that is, classifying six practices facle Figure[6 shows details of our results. In this regard, it hou
of the 40 app/policy pairs—our system correctly identifiedP® noted that for apps without a policy essentially everyadat
32 potential inconsistencies (TP). It also returned fivesefal Collection or sharing practice causes a potential inceeisty.

negatives (FN), 10 false positives (FP), and 193 true nezgti For example, all 62% apps without a pplicy that share device
(TE)E (FN) P (FP) IDs (Tabld V) are potentially non-compliant. Thus, ovémlr

results suggest a broad level of potential inconsistentyden
The F-1,,, scores for our analysis, ranging from 0.7 apps and policid$]
to 1, indicate the overall reliable identification of potaht
inconsistencies. While we think that these results are gdiger
promising, we obtain a relatively low precision value of
Precpos = 0.54 for the CL practice and for the CID practice Analyzing individual apps for potential non-compliance at
we had hoped for a higher precision th&nec,,s = 0.75 as  scale is a resource-intensive task. Thus, it is worthwtdle t
well. These results illustrate a broader point that is ajgplie  first estimate an app population’s potential non-compkanc
beyond those practices. False positives seem to occur $ecawas a whole before performing individual app analyses. Our
our analysis takes into account too many APIs that are onlguggestion is to systematically explore app metadata for co
occasionally used for purposes of the data practice in guest relations with potential inconsistencies based on sieaist
Despite our belief that it is better to err on the side of falsemodels. This broad macro analysis supplements the individu
positives, which is especially true for an auditing syst&%][ app analysis and reveals areas of concern on which, for
in hindsight we probably would have left out some APIs.example, privacy activists can focus on. To illustrate tHea
The opposite problem seems to occur in the SID practice. Weve evaluate a binary logistic regression model that detezmi
included too few relevant APIs. In this regard, we acknogkd the dependence of whether an app has a potential inconsisten
the challenge of identifying a set of APIs that captures thik b (the dependent variable) from six Play store app metadata
of cases for a practice without being over- or under-ingteisi  variables (the independent variables). Our results, shiown
Table[Vl, demonstrate correlations at various statistgig
ificance levels with p values ranging from 0.0001 to 0.08.
articularly, with an increase in the number of user ratiings
fprobability of potential inconsistencies decreases. &igealso
a decreasing effect for apps with a badge and for apps whose
gontent has not yet been rated.

B. Potential Inconsistencies for Groups of App/Policy Bair

Potential Inconsistencies for Full App/Policy SetAs indi-
cated by the high percentages shown in TaBlle V, we identifie
potential inconsistencies on a widespread basis. Spdlifica
collection of device IDs and locations as well as sharing o
device IDs are practices that are potentially inconsisfent
50%, 41%, and 63% of apps, respectively. However, given th
relatively low precision and high recall for these practicee Interestingly, apps with higher overall Google Play store
caution that their percentages might be an overestimation. scores do not have lower odds for potential inconsistencies
is further noteworthy that for sharing of location and centa In fact, the opposite is true. With an increase in the overall
information nearly every detection of the practices goesiha score the odds of a potential inconsistency become higher.
in hand with a potential inconsistency. For the apps thatesha An increase of the overall score by one unit, e.g., from 3.1
location information (20%, per Table]V) nearly all (17%,pe to 4.1 (on a scale of 1 through 5), increases the odds by
Table[M) do not properly disclose such sharing. Similarty, f a factor of 1.4. A reason could be that highly rated apps
the 2% of apps that share contact data only a handful providprovide functionality and personalization based on uséa,da
sufficient disclosure.

26As we are evaluating our system for use in privacy enforcement activijigg) (we
2appendix[B describes details of calculating true and false positives and vesyati decided to abstain from contacting any affected app publishers of our findings.
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Fig. 7: In our logistic model the predicted probability of an app
having a potential inconsistency is dependent on the number
of user ratings and assignment of a badge. The overall score i
held at the mean and in-app purchases, interactive elements
and unrated content are held to be not present. The shaded
areas identify the profile likelihood Cls at the 95% level.

whose processing is insufficiently described in their mya
policies. Also, users do not seem to rate apps based on
privacy considerations. We found the word “privacy” in only
1% (220/17,991) of all app reviews. Beyond an app’s score,
the odds for a potential inconsistency also increase fos app
that feature in-app purchases or interactive elementso,Als
supplementing our model with category information reveals
that the odds significantly (g< 0.05) surge for apps in the
Finance, Health & Fitness, Photography, and Travel & Local
categories while they decrease for apps in the Libraries &
Demo category. AWS EC2 Instance

Analysis System

Flask Application

In order to evaluate the overall model fit based on statistica User /
significance we checked whether the model with independent

variables (omitting the category variables) had signifisan i 8. our system allows users to analyze apps for potential

better fit than a null model (that is, a model with the intetcep _ : . ; :
: ' -~ privacy requirement non-compliance. An app can be subgect t
only). The result of a Chi square value of 151.03 with S'Xmultiple privacy policies—for example, one policy fromidies

degrees of freedom and value of<p0.001 indicates that our ;
model has indeed significantly better fit than the null model. :E: ZBB ?g (cj:r?g&(farg rggtgﬁ];p&iﬁl)?g sgljiﬁepsage' In these cases

see the impact of selected aspects of the model it is useful to
illustrate the predicted probabilities. An example is eoméd

in Figure[T. Apps with a Top Developer or Editor's Choice
badge have a nearly 10% lower probability of a potential
inconsistency. That probability further decreases withreno

user ratings for both apps with and without badge.

scalability reasons we chose to leverage AWS EC2 t2.large
instances with up to 3.0 GHz Intel Xeon, 2 vCPU, and 8 GiB
memory [2].

VI. CASE STUDY: EVALUATING OUR SYSTEM FORUSE The system’s graphical user interface applies the Flask
BY THE CAL AG Python web framework[[58] running on an Apache web

We worked with the Cal AG, to evaluate our system’s capaS€rver [64] with Web Server Gateway Interface module [21].
bilities for supplementing the enforcement of CalOPPA [12] All analysis requests are added to a Celery task queue [5],
To that end, we implemented a custom version of our systeNich communicates with the Flask application using the
(5 VI-A) and added various new analysis featurgsVi-B). RabbitMQ message broker [52]. Once an analysis is finished
The feedback we received is encouraging and confirms thdfe results are loaded by the Flask application and disglaye
our system could enable regulators to achieve more systematl the users’ browsers.

nforcement of priv requirementsI-C). i . -
enforcement of privacy requirements i Similar as in our original system, all APKs are downloaded

. via Raccoon[[50] and apps’ privacy policy links are retrive
A. System Implementation from their respective Play store pages. However, in order to
As shown in Figur&l8, we implemented our system for thedownload the websites that the links are leading to we auto-
Cal AG as a web application. It allows users to request aralys Mated a Firefox browser with Selenium [60] and PyVirtualD-

for individual apps and also supports batch processing. Fdpplay [53]. Using a real browser instead of simply crawling
the HTML of the privacy policy pages is advantageous as it

2\ continue our work with the Cal AG beyond this study and expect furtiiits.  can obtain policies that are loaded dynamically via JavpScr
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After the website with the privacy policy is downloaded | pract A_CZCO Pr‘f‘%s Re_%s F‘}%s '”Coﬂséigtem
any elements that are not part of the policy, such as page ciD (%‘85) (”65) (”‘1 ) (%‘67) (”1‘50/)
navigation elements, are removed. The system then runs o FOL 075 038 1 0.5 150/2
feature extraction routine$ [lI=-C2) as well as ML classifiers cc 095 T 075 0.86 5%

. . . . . . 0
(§ [M=C3) on the policy and the static analysig[f/) on the SID 0.95 094 T 0.7 £
downloaded APK. Finally, the results are displayed to therus 5 ) 075 1 0.86 30%
with flags raised for potential inconsistencies. SC 1 - - : 0%
B. Additional Functionality TABLE VII: Classification results for the Cal AG app/policy
set (n=20).

We placed high emphasis on usability from both a legal
and human-computer interaction perspective. Notablypmes 1 system does not find potential inconsistencies. Instead
cases the Cal AG users were interested in receiving addlnonthey can concentrate on examining apps for which flags were
information. For instance, one additional piece of infolill  raiseq. In addition, the Cal AG users expressed that ouesyst
was the breakdown of third parties in the sharing practicesyas yseful for estimating the current overall state of C&HOP
The initial version of our system’s report simply showed compliance. For example, the analysis results alerted thiem

that the user's contact and device ID were shared, howevegome app policies that use vague language in the descsiption
without disclosing that those were shared with, say, InMobiys their collection and sharing practices.

and Crashlytics. Distinguishing which type of informatian
shared with which third party is important under CalOPPA  We evaluated our system implementation for the Cal AG
because the sharing of contact information makes a strong@n a random sample of 20 popular Play store apps and their
case than the sharing of device IDs, for exantfle. associated policies (Cal AG app/policy set). We asked tHe Ca
. N . . AG users to give us their interpretations of the policies and
Given its importance we implemented additional contact;seq these to evaluate the results of our system. As shown
information functionality. Because we believe that thearel ;, Table[VI, it appears that the Facebook Login functiotyali
tively low detection rate for the collection and sharing ofjs ape to identify the contact information collection piae
contact information § V-A) is due to the fact that such tairy reliably. Obviously, the results are limited to a sma
|nformat|on is often manually entered by the user or _obt;hlne number of 20 app/policy pairs. Further, our system achieves
via other sources, we enhanced our system in this regarghigh recall overall. It performs well on identifying the aimee
Particularly, we leveraged the Facebook Login library thatys hotential inconsistencies. At the same’ time, similar to
gives apps access to a user's name and Facebook ID [28],, results in§ M-A] we find a non-negligible number of
The system detects the usage of the Facebook Login library igyse positives. Particularly, we observe a precision & 0.
an app by extracting the app's manifest and resource filds witfo collection of device IDs and 0.38 for locations. However
Apktool [63] and then searching for signatures requiredtier  gegpite these low precision values, the high recall values
Facebook Login to work properly. These include an activity o suggest that our system is unlikely to miss many potential

intent filter dedicated to the Login interface, a Login botio  jnconsistencies. Rather, upon closer manual inspectiome s
the layout, and the invocation of an initialization, destion, ¢ those will prove to be false alarms.

or configuration routine.

Another feature that we added is the download of privacy VIl. FUTURE DIRECTIONS
policies linked to from within apps. Our initial policy crdev : S i
was limited to downloading policies via an app’s Play store The law of notice and choice is intended to enable en

page. As the Cal AG provided guidance to app publisheréorcemem of data prac_:ti(;es in mobile apps and other online
for linking to the policy from both the Play store and from services. However, verifying whether an app actually bebav

witinan app 1) o new approsch s miended o cover bSO [0 e L 0 e prhecy poley = et
possibilities. The system finds the links in an app by exingct analysis system Fl))ased on mgch?ne learning and static &nalys
strings from the APK file using Apktool and then extracting to id)(/entifyy otential privacy requirement in(?onsistelscieur Y
URLSs from within these strings that contain relevant keyagor svstem a d\F/)ances a P riv)gc qin three main areas- it in@ease
such as “privacy.” If a policy link inside an app differs fraime tryn rency for thp?vxﬁ | ?’ | data pr .IxixfB
app's Play store policy link or if there are multiple polidgks ansparency for oInerwise fargely opague data prac S

identified within an app, our system downloads and analyzeg:e scalability necessary fgrlpoten(?ally lfr(;akmgf an Impait d
all documents retrieved from these links. e app eco-system as a whole, and provides a first step tswar

automating mobile app privacy compliance analysis.

C. System Performance Our results suggest the occurrence of potential privacy
_requirement inconsistencies on a large scale. However, the
The Cal AG users reported that our system has the potentiglyssibilities of the techniques introduced here have yéteto

to significantly increase their productivity. Particularhs they  fy|ly explored. For example, the privacy policy analysisica

have limited resources it can give them guidance on certaie further developed to capture nuances in policy wording—

areas, e.g., categories of apps, to focus on. They can atso pyossibly by leveraging the structure of policies (e.g., by

less effort and time into analyzing practices in apps forothi jgentifying definitions of Pl and where those are referehce
#Compare Cal. Bus. & Prof. Cod22577(a)(3), according to which an e-mail address n a pO“Cy)' Slmllarly, the gccuracy of the app a-naIySISId-OU

by itself qualifies. as F"II, an@éZSfY(a)(7), whi(;h covers information types that only be enhanced by Imegratmg data flow anaIySIS teChnlqueS'

qualify as PIl in combination with other identifiers. However, for performance reasons resources should be used
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sparingly. A practical system for the purpose of largeecal [5]
app analysis necessarily remains relatively lightweight.
6

The findings in this study raise the question of extending[ ]
our approach to other areas. We believe, the principlesdcoul [7]
be used in analyzing website practices, e.g., by leveraging
the work of Sen et al.[]61]. First and third party cookies €
and other tracking mechanisms could be observed to evaluate
collection and sharing of data. Implementing our approachg
in other mobile platforms, particularly, i0OS, is likely neor
challenging. Notably, the difficulty of decompiling iOS app [10]
might necessitate a dynamic app analysis appraach [19], [43
The web interface of Apple’s App Store also does not seem
to provide app pages with a standardized privacy policy link
field. However, these challenges would not need to be redolvdll]
for the integration of a privacy requirement analysis if@si

software development tools. [12]

We think that it is necessary to develop the proposed
privacy requirement analysis in tandem with public policyla
law. Regulators are currently pushing for app store statizias
tion [10] and early enforcement of potentially non-comptia
privacy practices [31]. Approaches like the one proposead he [14
can relieve regulators’ workloads through automationvéitg
them to focus their limited resources to move from a purely;s
reactionary approach towards systematic oversight. As we
also think that many software publishers do not intend noniis
compliance with privacy requirements, but rather losektraic
their obligations or are unaware of them, we also see palenti (17
for implementing privacy requirement analyses in software
development tools and integrating them into the app vetting
process in app stores. [18]

[13]
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