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Abstract

We present anew security technology called the
Multilayer Firewall. We argue that it is useful in some
situations for which other approaches, such as
cryptographically protected communications, present
operational or economic difficulties. In other
circumstances a Multilayer Firewaltan compliment
such security technology by providing additional
protection against intruder attacks. We first present the
operational theory behind the Multilayé&irewall and
then describe a prototype that we designed and
implemented.

1. Introduction

The economic case fatesigning, implementing and
deploying network and distributed system security

mechanisms is now well established. Recent estimates of

worldwide annual financiallossesduring 1995-1996
due to improperly protected information asseisge
from the hundreds of millions of dollars [1] to hsgh
as 30+ billion dollars [2]. While actudbsses may be
less than the higherfigure, losses inthe billions of
dollars annually are likely.

Even though there is general agreentbat security
mechanisms areecessary to protect information assets,

circumstances force different tradeoffs, implythgt no
technology is optimal for solving all security problems.

Working under this premise, we present a new
technique for securing networks, calldte multilayer
firewall, which is useful in many circumstancéhis
approach extends the concept of a firewall as a device or
devicesthat securethe border of a network to include
the coordinatedndselectiverestriction of traffic within
a network, thereby protectinginternal network
resources. One of the innovations of wark isthe use
of a combination of high-levelpolicy statements,
networktopologyand adescription of whichdevices are
capable of enforcing securitgolicy to automatically
calculate the filtesets for each enforcing device. Since
these setsare in general different, thiselieves the
systemadministrator from the arduous task of creating
and downloading them to each enforcingvice, the
number of which may be large.

Another innovation is the potential to utilinetwork
devices at both layer and layer 3 to implement the
firewall filtering activity. Traditional security filtering
normally takes place in packet filtering routers or
application level proxy gateways. However, to
accommodatehe performance requirements ioternal
network traffic, a multilayer firewall camwse filtering
functionality in layertwo devices,such as 802.x and
ATM switches, in order to achieve acceptable

there is less agreement on the specific technology to use.performance objectives for internal network traffic.

It is a thesis of this papejustified in the nextsection,
that many factors, including economic, legaid social
constraints, affect whether a particulartechnology
should beemployed in a given situation. Different

This paper is organized da®llows. In the next
section, we present an analysis of several network
security technologiesand suggest situations in which
their use is unattractivelhis motivatesthe presentation
of the multilayer firewall, which is given igsection 3. In
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section 4 we describe a prototyffeat wedesigned and
implemented to test the multilayer firewatloncept.
Section 5 presents performandata thatdemonstrates
the utility of using a combination dfyer 3and layer 2
devices for securitfilter enforcement. In section 6 we
surveyrelated work. Finally, in section 7 we present our
conclusions from this research.

2. Motivation

Network security researcheand implementors have
focused agreat deal orhow to protect networks from
external attack. Traditional firewalls [3, 4}e designed
to protect the borders of a network, preventing
unauthorizedaccess tointernal resources by outside
agents. Secure virtual private networks (VPNs) [5] have
been used mainly to protect communicatidretween
private networks communicatingver a public facility,
such as the internet, detween a remotelient and a
border device positioned atmivate network. In many
cases VPNsre implemented using a tunnelipgptocol,
such as PPTP [6], operatimyer a lower layer security
protocol, such as IPSEC [7, 8, 9].

There hasbeen some work to protethe internal
communications of network managemeard control
software, but iteither hasbeen inadequate, such as the
use of SNMP communitgtrings for protecting SNMP
requests, is still beindeveloped, such as SNMPv3, or is
still in the research stage, such as mechanismeotect
routing protocols[10, 11, 12]. Theuse of encryption at
the networklayer and below toprotect communications
in non-classified networksntil recentlyhasbeen limited
to the banking and financial industrié§ork within the
IEEE to standardize encryptidior 802 based layer 2
communicationdias notseen significant implementation
and deployment. While implementations of IPSEC and
IPSEC-based [13] protocolsre making significant
progress, prior implementations of standardizing
network layer encryption protocold4, 15] were not
deployed widely, at least in the commercial market.

The greatesskuccess inprotecting communications
within the interior of a networkises applicatiobased
security. Kerberos [16], DCE [17],and security
mechanisms forthe world wide web [18] have seen
significant deployment. Security mechanisms for
distributedobject system$19] utilize theseand similar
technologies for access controland protected
communications.

So, the two bestcandidates for protecting resources
internal to anetwork are IPSEC or applicatidmased
security mechanisms. Yethere are reasonshy using
either of these is sometimes inappropridibis follows
from certain characteristicthat do not match the

requirements ofsome common deploymersituations.
These requirements are as follows.

2.1 Performance

Both IPSEC and the common applicationbased
security solutions use cryptography to protect
communications. While this provides significant
protection, there is a performance penalty to pay. The use
of cryptography for message integriapd authentication
doesnot severelydegrade communicatioand processor
performance in most case$owever,its use formessage
confidentiality, when implemented in software, can
significantly degrade CPU intensive application
performance.

The attendantioss of performancebecomes more
serious as longdwey lengths and stronger algorithms are
required to meet the continuirdgcrease irthe ratio of
cost to computing performanc&hus, while DES was
once considered sufficient for protectihigh asset value
unclassified datathis is no longer trueMost high asset
value applications, for example, those the financial
sector, nowrequire theuse of triple-DES.However,
existing desktopystemsandthose projected fathe next
few years have inadequate performance to support
communications using triple-DES irsoftware over
commonand emergindgabrics (e.g., 1Gand 100 Mbps
ethernet). For example, Bart Preneel of the Catholic
University Leuven in Belgium reporthat anoptimized
triple-DES implementationrunning on a 90 Mhz
Pentium achieves6.2 Mbps [20]. This result was
computed when no other computatiaas running on
the testsystem. Projecting, a 20@hz Pentiumrunning
nothing but triple-DES software should achieve
approximately 13.8 MbpsSystemsunningapplications
thatuse even a moderate percentage of Citles(i.e.,
in excess 0f30%) couldnot sustain a rate of 1Blbps
without users noticing aslow down. Applications
requiring much higher bandwidth (e.dhoserunning
over 100 Mbps ethernet, such as medical imaging
applications) will not be able to use software based triple-
DES in theforeseeable future. Consequenthgrdware
accelerators arprobably necessary for systemsning
these applications. Such hardware introducest and
legacy support issues that are discussed below.

Even for applicationshataccess moderately valuable
assets, for which single DE$nay be appropriate,
confidentiality protectioncan be a problem. Preneel
reports that anoptimized single DES implementation
can achieve 16.9Mbps on a 90Mhz Pentium [20].
Projecting, a 200Mhz Pentiumrunningonly single DES
software should achieve approximat8lf.5 Mbps.Thus,
the performance of single DES software is acceptable
for communications at 10 Mbps only for deskgystems
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deployed inthe pastseveral years. Many legacy desktop
systemscannot support this rate. Furthermoesen the
best desktop systems availalslennot supporft00OMbps
communications with software based single DES.

The conclusion is cryptographic approaches for
confidentiality will be useful only for a subset of
applications, e.g., those valuable enoughustify the
acquisition of newhigh performance endystems or
hardware acceleratioffor existing systems, or those
applications withlow bandwidth requirements. Since
some applications, such as medical imaging to the
practitioner's desktopand a large number of CAD

applications, do not fall into these categories, a non-

systemmust conform to a centrally administergdlicy.
Examples include restrictions on thse of non-mission-
critical applications during normdlusiness hours in a
financial institution, andestrictions on the information
that a particular individual or organization may
legitimately access, such as company financial or product
planning data. The enforcement of such policy may occur
proactively by preventingnauthorized communications,
or retroactively by monitoring communications in order
to detect policy violations.

When message traffic is confidentiality protected, the
enforcement or monitoring activity must take place while
the monitored data is in the clear. For applicatiased

cryptographic approach to protected communications issecurity servicesthis requires thepolicy enforcement

justified in those situations.
2.2 Cost

Since cryptographic services magquire hardware

logic to reside betweethe applicationand thesecurity
servicelibraries. Sincecommonly deployedpplication-
based security systems doot have such policy
enforcement capabilitiesthis functionality must be

acceleration or desktop upgrade in order to achieveretrofitted to the applications either by creatintghie”

acceptable performance, its use introducest factors
that may be unacceptable imgertain circumstances.
Generally, the acquisition of capital equipment is
budgeted several years in advaacel may replaceonly
a portion ofdeployed computer systemBhere is still a
large number of relatively oldystems in use today in
many environments. Replaciradl of these systemwith
newer ones is generally infeasible. Even whkis is
possible, replacemensystems maynot provide the
highest available performance. A similar situateqsts
for hardware acceleration of cryptography.

An important consideration in regardsdost is the

layer library implementingpolicy, or byretrofitting the
applications themselves withpolicy management
support. In either case, thexpense is potentiallpigh
due to engineering, manufacturirand redeployment
costs. Furthermore, thossdministering centrapolicy
may not trust end systems to carry outpolicy
enforcement unless thesre hardware guarantedsat
such enforcement cannot be tampered with by the end
user. Currently, there is no commonly deployed hardware
with this capability.

There are moreptions for policy enforcement when
a network layer security protocol, such as IPSEC, is used.

computing capacity available to an adversary in relation |f IPSEC is implemented in a network device, such as a

to the computingcapacity available on an average
desktop. After new desktops have replaced old ornes
several yearsthe computingpower available to an
adversary will have increased. So, wheystems
considered state-of-the-art todase commonly available

router, which is used as one end of a confidentiality
protected association,policy enforcement can be
implemented in the network bgbservingthe traffic
eitherbefore it is encrypted after it is decryptedThis
configuration requires other securittechnology to

on the desktop, they will not be state-of-the-art in regardsimplement the policy enforcement function.

to their encryption support capabilities. Bandwidth
capacity will have increased; computing capacity
available to an adversary will be greater; and
applications will arise requiring higher bandwidths.

The conclusion is there will never be a point when
cryptographic solutions will be sufficient to address all
application security requirements. Desktop computing
capacity will alwaydag the cryptographic requirements
of someapplications. Consequently, non-cryptographic
approaches to protecting network communications will
always be useful.

2.3 Policy Enforcement

There are numerous situationsfor which

If IPSEC is implemented at both ends of an
association within the engystems, policy enforcement
must occur inthe endsystems themselve§.his may
require theuse of a policy'shim" inserted into the end
system's protocol stack, a "glue" layer library located
betweerthe applicatiorand theprotocol stack interface,
or modified applicationshat areretrofitted with policy
management software. As with application based security
services, administratormay not find endsystem policy
enforcement acceptable without guarantdbat are
difficult to achieve with existing end system hardware.

Thus, policy enforcement in a network protected by
cryptography mayrequire other security functionality,
which examines cleartext data. THiigctionality would

communication between components in a distributed enhance the services provided by cryptography.
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2.4 Legacy Support and exterior routers, a DMZand one or more bastion
hosts located within the DMZ. However, less
complicated configurations also qualify as firewalls, such
as a single packet filtering router.

Administrators rely on the physical security of
firewall equipment in order to prevent theovement of
unauthorized traffic through. They also depend on the
integrity of messagédata, in particulasource addresses
and for IP based firewalls, source ports, for correct
firewall operation. In situations where these assumptions
are too risky, the use of firewalls is unwisetHowever,
there are environments, such as certain corporate or
institutional networks,some classified networks, and
some carrier networks where these assumptions are
reasonable. In such casdbe use of firewalls may
provide an acceptable alternative to or enhancement of
cryptographic based approaches.

Normally, firewalls are placed at théorders of a
network in order to protect it against attack by external
intruders. The positioning of current generatfvawalls
2.5 Legal Issues within a network to controlinternal traffic has the
disadvantage of significantly reducing overall
communications performance. Consequently, when
deployed inthis manner firewalls are generallyplaced
only at a venysmall number of points within theetwork
where the traffic density is low.

Protecting communications with  cryptographic
services requirethe use of software ohardwarecapable
of using andproviding cryptography. Therare many
deployed applications that are notdesigned to use
cryptographic servicesor could they be easily retrofitted
to do so. There alsare fielded computersystems
running legacy operating systems or based on legacy
hardware that cannot economically be retrofitted with the
necessary cryptographic features.

To address these situations, the designer®SEC
have included a tunnelingnode, which provides
protection for legacy system communicatioostween
tunneling endpointsHowever, IPSEC tunnelingonly
protects data while it is in th@otectectunnel. At either
end of the tunnel, the data is unproteced susceptible
to intruder attack. Othesecurity measures may be
necessary to protect this data as it moves in the olesar
unprotected sections of a network.

The use of cryptographic services is complicated by
legal constraints. Theworld-wide promulgation of
cryptographic functionality is currently constrained by
export control restrictionsaand in some countries by
import and usage restrictionsThis hasimpeded the
deployment of cryptographic solutions. 3.2 Packet Filtering Firewalls

While there isevidencethat certaincountries are
relaxing restrictions on cryptographiechnology, it is
unlikely that alllegal restrictions will be removed in the
near future. Thus, other approaches to network and
communication security willremain valuable simply
because they are more easily deployed.

A simple class of firewall utilizes packet filtering to
control the traffic allowed to pass between different
networks. Virtually all of these firewalls use packet
filtering routers or packet filtering engines that run in the
kernel of an operating system.

Packet filteringdevices, when properly configured,
2.6 Summary can prevent datdrom flowing through inappropriate
portions of a network. Thiprovides a limited form of

. . s ._confidentialityandintegrity protection, since data kept
ryptographi rvi to protect distributed r r i . )
cryptographic services to protect distributed resources Sout of the reach of unauthorized individuatso might

useful in manyimportant situationsHowever,there are modify or viewit. The strength oprotection is not as
other circumstances in which these approaches do not j 9

et tneeystm gols. Performancmrementsost U0 &5 IOl b eupogenl b e
constraints,policy management considerationggacy access information q Y
systemsandlegal issuesnay either render cryptographic '

solutions undesirable ¢imit their applicability, creating conzrsetsgc?t%ir%lIz:/?/ihr:tecczgunr]e c?:]:n?saf:l;()aglgggrigryt\l:rlflace
the opportunity to utilize other security technology. g P ’

for specifying packetfiltering rules, 2) persistent storage

The use of application or network based

3. The Multilayer Firewall for retaining the current configuration of filtering rules,
3) a filter compilerthat accepts a high-level description
3.1 Background of filter rules (policy statementsind produces low-level

Using firewalls to protect networks from external Ccommands or configuration dafar the enforcement
attack is a mature andidely deployedtechnique. The  €ngine, and 4) aenforcement enginéhat implements
term ‘firewall’ identifies a number ofdifferent ~ the filtering mechanisms. In addition tahese
equipment configurations. The most elaborate of these iscomponents therenay be other optional components,
constructed from several systef8s 4], such as interior ~ Such as audittrail functionality, which records
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anomalous events, or testing functionality, whidlows
an administrator to test the filter rules withaffic
generated within the firewall.

Packet filtering firewalls requirthe retention of state
in order to handle certaiprotocols. For example, FTP
uses both a contra@nd a dataassociation. The control
association carries the informatispecifying which port
to use fordata transmission. In order #&dlow the data
association traffic to pass, a packet filtering firewall must
snoop onthe FTP control traffic, lookingfor the
appropriate command containing the dassociation
port. It thenestablishes a temporary filter rule, or its
equivalent, which allows the FTP data to pass.

3.3 Multilayer Firewall Architecture

Traditional firewalls normally protect anetwork
against external attack. An extension of this igkees
firewall functionality within a network to protect it
against internal attack. As mentionalgbve this strategy
is presently limited, sinceystems used tamplement
firewalls are generallglow. Placing them in the interior
of a network dramatically degrades performance.

However, filtering is used for many purposes. Layer 2
devices, such as 802axndATM switches, filter traffic to

enhance network performance by containing broadcasts.

The implementation of filtering in theskevices ishighly
optimized, providing significantly better communications
performance than that available in routers.

It is possible to use layer fitering to implement
firewall functionality in addition to broadcast
containment. This leads to the idea of a multilayer
firewall, i.e., a firewallthat usesfiltering functionality at
layer 3 and layer 2 to implement security policy.

A multilayer firewall (MLF) is constructed from the
following elements :

* An MLF managemensystem, consisting of one or
more stations from which thBILF is controlled.
This system provides aappropriate user interface
for enteringMLF security policy. Depending on its
implementation MLF policy could be expressed as
a table of policy statements, as predicageifying
enforcement conditions on firewall traffic, or in
some other way. The security policy language
should be designed for cleaand concise
specification of desired network behavior. The
language should be human-orienteather than
machine-oriented.

« A set of enforcement devices, whistay be layer 3
routers, layer 2 switches or any othdmvice that
supports packet filtering or application proxying.
An enforcement device is located within the interior
of the networkand connected to othedevices
through layer 2 links. Its filtering activity is

specifiedeither by commands or by configuration
data.

* An MLF policy compiler, which acceptpolicy
expressed inthe high-level languagand produces
low-level data for the enforcementdevices (see
below). The compiler should bable to transform
high-level policy statements into commands or
configuration data for a number of different devices.
To ensure extensibility, the compiler architecture
should allow devicdranslators to be plugged in,
allowing the addition ofnew enforcementevice
types to the MLF.

» Persistent storage, which stores bite high-level
policy and thelow-level devicedata. The MLF
architecture allowsthis persistent storage to be
distributed. Such storage includes persistent storage
subsystems, such as directory services and
distributed database systems, as well as persistent
storage on suitably equipped enforcement devices.

» Enforcement data transport, whichused tomove
the low-level device data from the MLF
management system to the enforcement devices.

* A description of networkopology, which includes

information about the interconnection of nodes (i.e.,

network devicesand end systems (hosts)) and

which specifies the devices capableanfitrusted to
enforce  MLF security policy. A more detailed
explanation of the networkopology information
and how it is used by the MLF is given below.

3.4 Multilayer Firewall Operation

Traditional firewallsare normallyconfigured by a
firewall administrator entering filtering rulesor a
particular enforcement enginBome firewalls [21]llow
the administrator to configure multiple engines from a
single user interface. The administraspecifies in each
rule the set of enforcement engines that the rule affects.

Since the MLF may potentially control alarge
number of enforcement enginaad since the filtersets
for these engines (to ensurthe highest possible
efficiency) are normally different, relying on the
administrator to decide which high-level policy
statementsaffect which enforcementlevices could lead
to misconfigurations. Therefore, tHdLF determines
which devicesare the target of @olicy statement. The
administrator does not identify these devices.

Devicesare selected inthe following manner. The
high-level policy statementsspecify which hosts are
allowed to inter-communicatesing aspecified set of
application protocols. For examplethe high-level
language of therototype (described below) allows the
firewall administrator tocollect hostsinto host groups
and thenspecify policy statements using these or an
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individual host tag as identifiers. A statemennsists of

Consequently, an MLF maytilize heuristics tacompute

a source host or host group, a destination host or hosi cut vertex sehat is not guaranteed to be minimal, but

group, a protocol (e.g., FTP, Telnet), an action (i.e.,

allow or disallow)and anenforcement point (source,
destination or both; this is explainé@low). For each
statement in the high-leveblicy specificationthe MLF

: 1) determines the set of enforcemdavicesthat must
implement the statement, 2pmpilesthe statement into
low-level commands or configuratiatatafor eachtype
of device (there may be morethan one devicetype
represented in the segnd 3)accumulates thiow-level
data for later delivery to the device.

The MLF decideswhich devicesare affected by a
particular statement by consulting théopology
information, represented dellows. Each enforcement
device is an "active" noddll hoststhat do notenforce
policy are"passive" nodesThe physicakopology of the
network is used to determinghe passive nodes

which is likely to be in many cases. For example, our
prototype utilizesthe last field of the policy rule
(enforcement point) to quickly compute a cut vertex set
associated either witthe source,the destination or the
union of thesetwo sets(when "both" is specified) to
accommodate cases for whiadouble enforcement is
desirable.

Distribution of thelow-level deviceinformation is
achieved in one dfvo ways. Ifthe device isnot capable
of persistently storing its filtering data, the MLF
management station stores itthre persistent stor¢hen
signals thedevice to updatéts enforcemendata. The
device then retrieves the data from the persistent store.

If the device is capable of persistenttoring its
filtering data, theMLF management station contacts it
and movesthe data to it directly. Th&LF could use

"associated" with an active node. A passive node is SNMP, a combination of Telneand FTP (or TFTP),

associated with an active node if traffic frahe passive
node mayreach theactive node without passirtgrough
anotheractive node. Notdhat passive nodes may be
associated with morthan one active node. Finally, all
active nodesare considered to be associated with
themselvegthis is importanonly if the active node can
be the destination of network trafficather thamalways
acting as a transit point).

When the MLF processes a high-levepolicy

when thedevice supports these protocols, or satier
configuration data transport mechanishise of these
protocols formanagement requires initigevice filter
configuration datathat permitstraffic of this type to
reach it.

Some enforcement devices, such as renaaieess
concentrators, are able to establish filtering data based on
a user identity. For example, some support user
authentication and authorization through a server such as

statement, it first determines whether there is a pathRADIUS. As part of the authorizatiorstep, filters

between anyhost in thesource seind any host in the
destination sethatdoesnot pass through aactive node.
If so, the statement iflagged as unenforceablend the
administrator notified.

If the rule is enforceablethe MLF examines the
source and destinationhosts or host groups and
determines a cut vertex set in the netwiologygraph
that separates thesource fromthe destination.Only
active nodes may be memberglod set. For eactievice
typerepresented in the cuertex setthe MLF translates
the high-levelpolicy statement intdow-level data for
that type and stores it in a file forthe appropriate
devices.When all statements amgrocessedthe MLF
transports each file to its associated devices.

Using a cut-vertex set of active nodes alldis MLF
to operate in a heterogeneous environméhat is,only

associated witthatuser ardoaded intathe concentrator
and thenused to enforce security policy fthe user's
connection. For these devices, low-level enforcement
datamay be retrieved withouprompting by the MLF
management station.

3.5 MLF Partitioning

Many organizations are divided into separate
divisions, departments or business uthist control their
own computingandnetworking assets. In additiospme
networks may be totarge to manage as a sind\é_F.
Finally, some networksare naturally partitioned into
independent unitbased on classification level, physical
security, or other characteristics. To accommodate such
cases it is necessary to create Midttitions thatonsist
of a subset ofhe nodes in a networlknd manageach

the active nodes must be capable of communicating with partition as a single MLF. In ordéor the hosts irthese

the management station amdhforcing policy. Legacy
devicesandthose without MLF functionalityequire no
modifications to work in an MLF environment.

The best possible efficiency isbtained if the MLF
computes aminimum cutvertex set for each high-level
policy statementHowever,computing cut vertex sets for
large graphs can becomputationally intensive.

MLFs to communicatevith one another, aMLF must
support thespecification of "external nodes," which
represent other MLFsThe identifiersfor these external
nodes should be allowed @ppear in high-levepolicy
statements wherever hosts or host groups appear.
MLF partitioning introducesseveral management
issues. First, connectiorietween MLFpartitions may
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only occur at active nodes, otherwisenauthorized
traffic from one MLF partition could enter another.
Secondly, policies specified in both MLpartitions
controls the communicatiorizetweenthem. Since each
MLF management statioanly displaysits own policy,

an administrator cannot determine from either MLF
console how inter-MLFpartition traffic is controlled
(unless some auxiliary protocol is defined for the
exchange ofpolicy data between directly connected
MLFs). Finally, since MLF partitions can be
interconnected in a genergtaph, itmay be difficult to
determine what actuapolicy is enforcedwithin the
federated MLFpartitioned network. Thidifficulty arises
from transitivity considerationthat cannot benalyzed
from the data of a single MLF policy database.

3.6 MLF Applications

An MLF is useful in anumber of different situations.
We present two examples.

A significant security problem for many corporations
is allowing businespartnersaccess tdhe corporation’s
internal network in order to share information vital to the
partnership. This must be done in a way that doggvet
the partneraccess toinformation unrelated to the
relationship [22]. Protecting communicatiot®tween
the partners’ networks usingrotocols such as IPSEC
doesnot achievethis objective, since once connected to
an endsystem, anindividual canuse it to connect to
other systems inthe network througiprotocols such as
telnet or rlogin.

One way to limit such access is to create an MLF
partition consisting of theystemsthat contain the data
to be sharedPolicy can then beestablished within this
partition that allows telnet, rlogin and otheremote
terminal session protocols t@nter the partition, but
preventstheir use from systemwiithin the partition to
those outsidet. Establishing this kind oflirectionality
for other protocols, such ddtp, ftp, nfs, and soforth,
can further tighten the protection provided.

Another situation in which aMLF is useful occurs
when a large organization formed from smaller
departments requires protection against an ingideat.

If the volume of traffic within departments is
significantly greatethan thatoetweerthem, hosgroups
comprised of departmentaystems may be used to
specify inter-departmentabkecurity policy. Suchpolicy
can limit the kind of traffic moving between

departments, thus, providing limited protection against

insider initiated intrusions. Othesecurity functionality,
such as auditingind intrusiondetection, wouldfurther
increase the network’s ability to thwart insider attacks.

4. A Prototype

To test theconcepts described above, we designed
andimplemented an MLF prototype. hias theability to
manage, analyzeand distribute high level firewall
filtering policy in a network.

4.1 General Architecture

The MLF concept is implemented lusing a network
traffic analyzerand monitoringtool calledTraffix along
with Tartan the MLF policy management toolTartan
consists of agraphical user interface to creadad edit
policy and apolicy engine thattompilesthe highlevel
MLF policy, generates configuratianformation for the
active nodes irthe physicattopology, and performs the
configuration on the active nodes in the network.

4.2 Theory of Operation

A network administratorBob, usesTraffix to divide
hosts onhis network into logical groups. These groups
can be semantic in nature, such as hosts grouped by the
Marketing Department, theEngineering Department,
and so forth. Usingraffix as an initial front end to set
up the logical groups, the administrator ¢haninvoke
Tartan from a button on th&raffix console He then is
able to createand enforce MLF policy based on the
logical grouptopology hecreated withTraffix. Through
Tartar's graphical user interface, the administrator can
add, delete, and change firewadilicy betweergroups of
hosts. Tartans policy engine performsenforceability
analysisand thendistributes thepolicy throughout the
network by reconfiguring the active nodes.

ersistent Stor

Tartan y
| Policy '
GUI "|  Engine .

Figure 1. General Architecture of Prototype
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4.3 Physical Network Topology

An MLF not only needsinformation on logical
topology, it also needs information tme physicalayout
of the networktopology. Tartan views the network
hardwaretopology as a collection of active nodes and
passive interfaces. Active nodaee filter enforcing and
remotely configurable devices, such as rout®assive
interfaces are network interfactdsat are not orpolicy
enforcing devices, such as workstations.

Figure 2 shows a sample physical network layout.
The boxes labeledX and Z represent active nodes each
with two ports that arelabeled land 2, e.g., ethernet
interface cards. The circldabeledA, B, C, D, E, F
andG are workstations. The largellipses labeled\et,
Net2 andNet3represent actual local area networks.

(A Netl
B

Figure 2. Physical Network Topology

A specification of the physical topology of the
network that Tartan canwork with should be provided
automatically by some networladministration tool.
However, Traffix does not presently supply this
information. Finding and integrating saitable tool was
beyondthe realizablescope ofthe prototype. Therefore,
network topology is presently specified in a configuration
file by an administrator(see sectioM.6.7 for further
discussion of this problem).

The topology filerepresenting thabovefigure is as
follows:

Topology “BlackWatch Technology 13 June 1997”
128.230.32.11 128.230.59.12
Active NetBuilderll X1 “userid” “pw1234”
Port 1X1
PassiveA
PassiveB
PassiveC
Port 2X2
PassiveD
PassiveE
Active NetBuilderllZ1 “userid” “pw1234”"

Port 171
PassiveD
PassiveE

Port 222
Passive-
PassiveG

The topology file contains thenecessary information
for Tartan to determine théower level policy directives
that must go toeach active nodavithin the physical
topology. The keywords  are: Topology,
ManagementStation Active, Port, and Passive The
first line in the file labels the topology with some
identifying information. The second linkbels the IP
address(es) of the management station(s).
subsequent lines layout the physical topology.

The physical topology specification isstructured
primarily by active node. Active node lines contain a type
identifier and authentication informatidior configuring
the active node. Fothe prototype, the authentication
information consists of a user name and password. Use of
a more secure authentication techniqueuld be
preferable for an MLFimplementation intended for
deployment.

Passive interfaceare considered to be “behind” a
particularactive node’s porand are organized byort
under eachactive node. For instance, ithe above
network, thepassive interface#), B, Careconsidered to
be behindX's port 1 (represented by tlsgmbol) because
they are directly connected tohat portvia an ethernet
cable. Likewise, passive interface® and E are
considered to be behind's port 2 andZ's port 1.
Similarly, thepassive interfaceB andG are conslered
to be behind’s port 2.

NB: The topology file actually must contaironly IP
addresses to label the differeadtive nodesaind passive
interfaces. However, for purposes oéxplaining this
example in an understandabteanner,please read the
labelsA, B, C, D, E, F, G, X1, X2, Z1, Z& visual
replacements for unique IP addresses.

4.4 Creating an MLF Policy

The administratoBob usesTraffix to group thehosts
in a semantic manner disregardipdpysical network
boundaries. For exampldgob organizes the hosté
through G by department, such &ales Engineering
and Management Bob organizes the groups suthat
hostsA andD belong toManagementhostsB, C, andE
belong to Sales and hosts F and G belong to
Engineering

Once Bob specifies the topology and grotigshosts,
he canuse Tartan to create an MLF policy. An MLF
policy is an ordered list ofpolicy statements.Policy

The
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statements arelescribed inTartan similarly to most engine takes into account the physitgdology and the
traditional firewall products. Traditionalfirewalls logical group topology and delivers  the necessary
describe policy between twhosts or networks by IP  administration commands to the variaive nodes on
addressesPolicy rules aredescribed in a source to the network.

destination directednanner.Tartan takes advantage of At the time of writing, theMLF prototype only
the Traffix grouping mechanism pecify ahigherlevel compiles low-level data for NetBuilder Il routers.
filtering policy between sourceand destinationhost However, the software architecture ahe prototype is
groups. designed it to accept “plug-inghat translate the high-

A policy statementthat is specified between two level policy statements intolow-level data for an
entities contains three other attributes. It contains thearbitrary device, such as high-performance layer 2
name of theprotocol to be filtered, such as FTP, Telnet, switches.
etc.; the policy, whether the traffic isallowed or 4 5 Algorithm for Determining Enforceability
disallowed and whether the filter rule ienforced at
active nodes near the source, near the destination, or near The prototype usesthe following algorithm to

both end points. determine the enforceability of policy statements.
1. For each rule in the policy:
Source | Dest | Proto | Policy Enforce 1.1 Determine the set of source hosts and the set of
Sales.C| Eng FTP | Allow Both destination hosts according to the logical grouping
Sales | Eng | FTP | Disallow| Source of hosts byTraffix — _
Mgmt Sales| SMTP| Allow Both 1.2 Create a set of all active node ports from the physical
Mgmt Eng SMTP | Allow Both Lopology that contain the IP address of the source
osts.

1.3 Create a set of all active node ports from the physical
topology that contain the IP address of the
destination hosts

9.4 If the intersection of the two sets is non-empty, the
rule is unenforceable. Therefore, the policy is
unenforceable. Return with error.

2. If all rules have been processed without error, the
policy is enforceable. Return with success.

The order of the rules iffartan is important. Each
policy statementthat is placed earlier in the listakes
precedence over subsequent ones. Therefore, mor
general rules should be listed laahd theexceptions
should be placed first.

For example, assume theage two logical groups
SalesandEngineering and a hosiC from Sales A more
general rule is one disallowing FTP traffic frddalesto
Engineering whereas a more specificle is allowing 4.6 Unresolved Issues
FTP traffic from hostC to Engineering Ordering the
more general rule in front of the momspecific rule
effectively renders the morespecific rule ineffective.
Putting the rules ireverse order ensurébat no FTP

traffic should flow from Salesto Engineering except
from host C (see section4.6.9 for a discussion of 4.6.1 Layer 2 or Layer 3 Address Masquerade

problems with this rule ordering approach). _ Security_ policythat isdefined usingsource addresses
Tartan dsplaysthe policy statements in a graphical 1S susceptible to add_ress masquerade attacks. Both
user interface using a vertically orderégt. Bob can  Ne€twork layer (IPjand link layer (802.x) addresses are
insert, deleteandmodify rules using the functions of the ~ €asily spoofed. An intruder who wishes to defeat security
Tartan graphical user interface. policy need only dls_covew_hlch source addresses are
Once Bob has finishedmodifying or creating rules, allowed to senctertain trafﬂcgnd ther_lr_nasquerade as
he can run aheck on policy enforceability. Due to a ©On€ of those addresses. While specific to an MLF,
network hardwardopology, arule thatBob introduces ~ layer 2 and layer 3 address masquerade lessens the
might be unenforceable, such as a hdeveen two hosts ~ attractiveness of firewalling as a securityolicy
that are directly connected without any active node mplementatlon strategy in environments susceptible to
between them. Thesechecks help Bob define a  this attack.

The prototypeillustrates theconcept of a multilayer
firewall and demonstrates its feasibilitfdiowever,there
are a number of issues that it does not address.

comprehensive, sound policy. There areseveralways todeal with thisproblem.
When Bob is satisfied withhis creation he can then SOme layer 2 devices, such as certain repeqeride a

ask Tartan to deploythe policy by the press of dutton learning phasehat allows a device tdearn all legal

on Tartarls graphical user interfaceTartaris policy MAC addresses. After thiearning period, the arrival of

a frame using &ource MAC addressot in the learned
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set causes the repeater to partition the port, preventing itcomplicated, sinceall active devices enforcing a
traffic from being forwardedThis feature can besed to particular rulewould have to be irthe endsystem's
limit the number of MAC addresses available to an domain.
intruder for masquerade purposes. Alternatively, if the endsystem is directly connected
Another approach to MAC address masquerade is toto an appropriately equipped devidbat device could
use a MAC address authentication technique. Onesnoop DHCP packets, associttte allocated IP address
approach is to secure source addresses by means of @ the endsystem's MAC addresand thensecurely
cryptographic protocol such &lsat defined inthe IEEE distribute this binding to th&®LF managemensystem.
802.10 standard [23]. While this reintroduces The managementsystem could then access the
cryptography,the scope of cryptographic protection is appropriatepolicy statements (which wouldpecify the
local, allowing an administrator to proteohly those device's MAC addressynd recomputethe datafor the
parts of the network for which MAC address masquerade enforcement devices he possible disadvantage dfis
is considered a viabléareat. Furthermoregnly integrity approach is that it mighdverloadthe MLF management
protection is required, so the performancebpgms system ifthere are a large number DPHCP managed
alluded to in section 2 do not pertain. devices or if those deviceall tended toget DHCP
Layer 3 source address masquerade is somewhat moraddresses at the same time (e.g., wéraployeesrrived
problematicthan thatfor layer 2. While cryptographic  in the morning).
protocols such as IPSEC provide source address A different approachwould be to coordinate security
authentication, it is an end-to-end service. An MLF policy with DHCP allocated addresses. dhd systems
requires end-to-multipoint authentication in ordbat were constrained to receive IP addresses ipadicular
the enforcement poin@re not misled bgource address range and all endystems allocated addressestirat
masquerade. In addition, these multipoints are internal torangewere considered to be equivalent from a security
the networkand aregenerally unknown to an end policy viewpoint,then theMLF policy statementsould

system. Weare not aware of existinyer 3 protocols use host groups associated with that range of addresses in

with this capability. its policy statements. Thigvould result insome loss of
One possibility is taestrict allenforcement points to  flexibility in managing security policy, but aDHCP

the layer 2 domain of the sending end system (i.¢hab serverthat allowed flexibility in allocating addresses to

part of thenetwork fabric for which no layer Buting end systemsmight provide sufficient control to meet

devicesintervenebetween anend systemand layer 2 most security objectives.

devices). A combination of MAC addreasthentication

and secure binding of MAC addresses to layer 3 4.6.3 Handling Protocols Requiring State

addresseghen provides the necessary service. Secure Retention in Switches

binding of layer 3 addresses to MAC addresses is

problematic usingrotocols such as ARP, which have no

security provisionsHowever, other binding protocols,

such asNHRP, have fields, ayet undefined,that could

be used for secure address binding.

Switches maynot be designed to retai@mporary
state, such ashat needed to properhhandle certain
application protocols. For example, ftp usesdata
association, one port of which is defined by a command
in the control association. Firewalls normally handle ftp
by snooping the control associati@and temporarily

4.6.2 Interaction Between the Prototype and establishing filtering dat#éhat passesdatato/from that

DHCP port. If the firewall notices no traffic onthe data
The current MLF prototype utilizes source and association for a configured interval of time, the enabling

destination addresses withpolicy statementsHowever, filter data isremoved. Switches magot be capable of

protocols such a®HCP allocate IP addresses to end establishing such temporary filters.

systems dynamically. Consequentlysing a fixed IP There are several ways to deal with this problem. One

address to identify such an end system is not viable. option is to filter on the ftpvell-know port andredirect
There are a number @fays to solvethis problem. the ftp traffic to a packet filtering routecapable of

One is to use a different piece of identifying information handling ftp. The disadvantage of this approach is
for theseend systems. For exampléhe device's MAC performance for ftpand otherredirected protocols is
address (assuming most sugystemsare singly-homed) severelydegraded, sinctheir packets musbow transit a
could be used fahis purpose. Since MAC addresses are slow router, rather than be handled by a fast switch.
only valid within a broadcast domaiand notacross Another approach is to configure the switch with
routers, the enforcement analysimuld become more  policy statementshat prevent ftp trafficand thendirect
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users to utilize another bulk data trangbeotocol, like
NFS or SMB, whichdoesnot separate contra@lnd data.
This approach has the disadvantaghat some
applications may depend on ftand sopreventing ftp
traffic  from transiting switches also prevents these
applications running through switches.

4.6.4 Security of the MLF Management Protocols

The protocols tomanage existing layer 2and 3
devices generallyare notsecure. Using telneand ftp
with cleartext passwordsasobviousproblems. SNMPv1
is not securand SNMPV3 isstill beingworkedon. The
security of proprietarynanagemenprotocols ishard to
ascertain.

This problem can be solved by computing a
cryptographic checksum on the datawnloaded to the
device. Howeverthis introduces theommon problem of
how to manage thekeys, including managing and
enforcing certificatesigning policy. For small MLF
partitions, thismay be tractable in practicend may
provide a practical work around.

In the generaMLF architecturepolicy is stored in a
persistent store, such abat offered by a directory
service. The mostcommon protocol for access this
service is LDAP. Sincehe prototype only works with
routersthat use telnetand ftp for configuration, we did
not investigate theecurity issues associated with using
LDAP for distributing security policy nor did we
investigate the potentiadecurity problems with using

such interaction might be importa®@ecurity filtering in

an intermediatelevice would most likely introducdelay

in forwarding a packet or framé&his in turn might
introduce both delagnd jitter into a stream gfackets.
Thus, calculation of QoS guarantees should
accommodate delays introduced by security related
filtering.

4.6.7 Security ofTraffix Data

Traffix relies on SNMP to discovesnd systems. In
particular, it downloads data accumulated in RMON2
MIB of probes located at various pointstime network.
This is both an advantagend adisadvantage. It is an
advantage inhat an administrataneed notmaintain an
ever changing database and systems. It is a
disadvantage in the following ways.

First, unlesprobesare placed in strategic places, not
all end systems may be discoveredAppropriate
placement of the@robes inthe network is criticafor the
correct operation of theMLF prototype. Secondly,
RMON2 data must bsecurely moved betweehe probe
and Traffix. This is a potential point of attack by an
intruder attempting tosubvert MLF security policy.
Currently, SNMP is used tmove RMON2data, which
has well-known security vulnerabilities.

These problems would be solvedtitrewas a secure
physical topology discovery protoca@vailable to the
MLF. While therehas been workwithin the IETF to
develop a physical topology discovery protog@], this

SNMP set commands to notify a device that new policy is work seems to have stalleBurthermore, it's not clear

available.

4.6.5 Optimization of Enforcement Data

Our prototype useshe mostobvious techniques to
accumulate enforcement datbor a device. Each
individual statement in the high-level policy specification
is translated independently of the othé#ewever,there
may very well beoptimizationsthat are possible by
processing rules together. For examptejo policy
statements may havke samesourceand destination but
differ in the protocols specified. Thessvo high-level

the working groupresponsible forthis work has the
development of a secure protocol as an objective.

One work around for this problem is to manage
physical topologynformation manually. To make this a
tractable alternative, large networksuld have to be
divided into MLF patrtitions, each of moderate size.

4.6.8 Integrating MLF and Cryptographic Policy
Management

The MLF prototype could bgeneralizecandused to
manage nobnly filtering policy, but also cryptographic

statements may be implemented by one enforcement rulepolicy (e.g., what services to provide, whaltorithms

Similarly, high-level policy statements specifying the
same protocol might combine into one device
enforcement rule. In general aspmmonality inhigh-
level policy statements mighdllow optimizations of the
low-level enforcement rules.

4.6.6 Interaction With Other Kinds of Filtering

We did not investigate how securiiltering interacts
with other filtering objectives, such as filtering for
Quality of Service (Qo0S). A casuargumentsuggests

andtransforms to use)lhis would be anatural fit,since
cryptographic policymight use the prototype's filter
specification capability to advantage (i.especify
cryptographic policy based oapplication as well as
source and destinationaddress). While theprototype
software architecture is adaptablasing it for the
specification of cryptographic policy wast a design
objective. Consequently,the feasibility of such
integration, both using ouprototype as well as in
general, is untested.
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4.6.9 Alternate Policy Specification Approaches filter rules generated by thototype from a given set of

The prototype usesthe traditional approach to poli_ltzy statemdents. _ . d switch
firewall policy specificationyiz., a table of rules with 10 Provide a comparison of routeand switc
precedence given to thosthat appear first. This filtering performapce, we preseqt performance data for
technique haswell know problems [25]. Wedid not WO net_\llvorkzdewlces, ; Ngtl?}under ltouter and a
experiment with other approachtmt might eliminate ~ COreBuilder 2500 layer 2 Switch.

some ofthe problems with table driven specification. The current generation NetBuilder Il router cante
This is an area for future study. approximately 85,000 packets per second when no

filtering is applied. The exact figure depends on a
4.6.10 MLF Partitioning number of factors, including the number of interfaces

- supportecand thebandwidth of its connections. A test of
The prototype doesiot support thespecification of  orst case filtering performance degradation was

external  nodes (i.e., other MLF partitions).  conducted, in which a set of ten filter rulagere
Consequently, we do nénow howthis conceptmight jnstalled, including onefor telnet, ftpand http. When
work in practice. these filter ruleswere applied toeight interfaces, the
5. Performance packet throughput dropped by 45%his implies a

filtered aggregate throughput of 46,750 packets per
We presentwo aspects of MLFperformance. The  ggcond when these filters are installed.

first is how long it takes to compil@nd distribute MLF The CoreBuilder 2500 theoreticallcan switch

policy. The second is the throughput degradation 55000 pkis per seconddowever, the mostloaded
imposed by security filtering in network devices. configuration istwo 100 Mbit per secondndsixteen 10
We measured the performancepaficy compilation  \pit per second interfaces. With the smallesited
anddistribution on theprototype by specifying 18igh-  yackets possible (6Bytes), this translates to 148,000
level policy statements, which used 12 separate host packets per second (accommodating  frame
groupsand 1host as sourcesnddestinations. In theest synchronization and other overhead). Filtering is

network therewere two enforcement devices, each jmplemented in hardware in the CoreBuilder 2500, so
NetBuilder I r_outers, the first W|tru\_/vo.|nterfaces and filtering performance degradation depends on a number
the second with three. The compilatipnoduced 168  f tactors, including the probability that a particular filter
filter commands forthe first routerand 288 filter scores a “hit” (filters are applied serially). Twerst case
commands forthe secondor a total of 456 generated filtering performance on a CoreBuilder 2500 is 75,000
rules. _ packets per second.

Our measurementa/ere made on @entium 120 The abovedata impliesthat in theworst case the
based systemwith 72 Mbytes ofmemory,running Linux CoreBuilder 2500 switchcan achieve approximately
SlackWare 3.2 The measured compilation and 5094 petter filtering performand@an aNetBuilder I

distribution times averaged 2 minutasd 20seconds o ter. Since a CoreBuilder 2500 switch is around 1/3
over 4independent runs. Thfggure includes the time 0 o cost of a similarly configured NetBuilddi, this

translate high-levabolicy statements inttDw—]eveI filter represents a filtering cost/performangain of almost
rules, logging on to each router, downloadingftles to 500%.

the routers, restarting the packet filtering firewall on
each router (necessary to establise new filter rules), 6. Related Work

and logging off each router. . An MLF implements security policy by using network
While we were disappointed ithe performance of  geyices, persistent storaged a management station to
policy compilation and distribution, several factors  .gnirol network resource usage. Securigolicy

suggest much better timeare possible. Firstly, our managemersystemsare implemented in othevays and
measurements were performed first light prototype have been the subject of prior research.

code. No codeoptimizations were available for these Traditional firewalls are a major technology
tests. Secondly, significan;ly motkan50% of the time supporting securitypolicy management. Research into
was spent downloading filter rules the routers and  ineir architecturanddesign is fairly advanced: so much
restarting their packet firewalls. There avays inwhich 55 thatseveral comprehensive treatments exist [3, 4].
the time tocompletethis phase of the updafrocess  Fjrewall policy data specifiesthe characteristics of the
could be reduced. Finallythere areseveral possible  npetwork traffic allowed tdransit thefirewall boundary.
optimizationsthat would greatly reduceéhe number of  gych data drives the firewallmccess control machinery
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[26], which tests attributes of the data to determine
whether to admit or drop the traffic.

It was recognized earlyhat firewall configuration
dataencoded security policj25]. Experience with the
use of firewall configuration suggests specifyipglicy
datafor firewall machines is prone to userror [27].
This is a problem that traditional firewalls share with our
prototype, which uses &abular format for presenting
security policy statements.

Currently, administrators use simple policy

a local matter. Ratherpolicies are defined and
administered by one or more central management
stations, which distributpolicy enforcemeninformation
to trusted network enforcement devicékis architecture
matches the operational environments in wiietwork
management normally operates, i.e., centrally
administered control withimnd betweenadministrative
domains.

Another area utilizingsecurity policy is network
communications. When thisservice is based on

management languages to configure firewalls. Modern encrypted network traffic, andministratorspecifies the

firewalls allow anadministrator to distributgolicy data
to multiple firewall machines [21].However, such
systemsare generally intended to implemehbrder
firewalls, since thepolicy statements distributed to each
firewall machine are aopy of those managed by the
administrator on thecommon firewall console. These
security policy managemensystemsare not currently
designed to managmlicy wherethe enforcement data is
automatically generated based on netwadpology,
which is the case for an MLF.

Guttman [28] describes a specification language
allowing administrators to test whether tbemposition
of filters along packet pathmonforms to security policy.
Developing toolgthat analyze theglobal effects of local
filtering policies is animportant area of future research.
Such tools wouldhelp administrators understand the
global effects of MLF partitioning, for example.

Other policy specification languages include those for
the management of distributed applications [@8§ for
distributed trust management [30]. The forrabows an
application manager tospecify reaction rules for
distributed real-time applications. These rules are
compiled into enforcemerntodethat is thendistributed
to the application components. Such distributidiows
the components to reaohnly to those conditionshat
directly affecttheir behavior.This is a characteristihat
they share with an MLF.

A distributed trust managemesystem, known as
PolicyMaker [30], supportghe use of policyrules, called
assertions, to process queries, whispecify access
requests. Assertions associate a sequence of kaykc
with a predicate, the latter beingsed to determine
whether a particulaaccess request is affected by the
policy represented by the assertiorRolicyMaker
presupposeshat policy enforcement is a locahatter.

Policies, even those representing global requirements, are

processed locally by each application that utilizes them.
An MLF differs from PolicyMaker irtwo ways.First,

cryptographic services to use whemo machines in a
network communicate [31]. Issues such as the
cryptographic algorithms to use, the required strength of
the keys and otherkeying material, the required or
desiredtype of servicgle.g., data origin authentication,
integrity, confidentiality) and which key distribution
mechanism to use are examplepalfcy data relevant in
this problem spacelhe IPSecurity protoco[7, 8, 9, 32,
33, 34] is an example sfecure network communication
technology that requires such policy management
services. An MLF focuses omaintaining behavioral
invariants in a network, rather than managing
cryptographic servicesHowever, it might be used to
manage cryptographicservices when thesare an
integral part ohetwork behavioral managementis is

an area of future investigation.

Prior research orpolicy routing [35] investigated
how networkscan implementresource usage policies.
This motivated subsequent researttat addressed the
certification of policydata driving the routing algorithms
[36]. Policy certification ensureghat only authorized
individuals or organizations control thesecurity
characteristics of a network. Such certificatiggrvices
would be useful in a federated set of Mpé&ttitions that
might be controlled by more than one administration.

7. Conclusions

The Multilayer Firewall is anew security toothat
offers significant benefit tahe practitioner. While it is
not a panacethatwill solveall security problems, when
used in conjunction with other security technology, such
as cryptographically protected communicatioascess
controlandeventauditing, it can enhance tipeotection
afforded to networking and distributed system resources.
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