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Abstract

Third Generation (3G) cellular networks utilize time-
varying and location-dependent channel conditions to
provide broadband services. They employ opportunis-
tic scheduling to efficiently utilize spectrum under fair-
ness or QoS constraints. Opportunistic scheduling al-
gorithms rely on collaboration among all mobile users
to achieve their design objectives. However, we demon-
strate that rogue cellular devices can exploit vulnera-
bilities in opportunistic scheduling algorithms, such as
Proprotional Fair (PF), to usurp the majority of time
slots in 3G networks. Our simulations show that only
five rogue device per 50-user cell can use up to 90%
of the time slots, and can cause 2 seconds of end-to-end
inter-packet transmission delay on VoIP applications for
every user in the same cell, rendering VoIP applications
useless. To defend against these attacks, we explore sev-
eral detection and prevention schemes, including modi-
fications to the PF scheduler and a secure handoff pro-
cedure.

1 Introduction

The specification for 3G cellular data services recom-
mends implementing an opportunistic scheduler. Both
HSDPA [18] and EV-DO [44] use an opportunistic
scheduler in the downlink to profit from multi-user di-
versity. Multi-user diversity utilizes fading and shad-
owing of cellular users within a single cell to optimize
bandwidth efficiency [17]. To achieve this goal, many
networks require mobile devices to participate in man-
aging network services. However, since mobile devices
are outside the control of the network administrators,
networks should not trust mobile devices to manage net-
work operations [1]. Unfortunately, this principle is of-
ten violated, as in the case of opportunistic schedul-
ing in 3G networks. A popular scheduling algorithm
is Proportional Fair (PF) [4, 6, 14, 18, 31, 44], which
maximizes the product of the throughput delivered to all
users [11, 14, 21, 24, 34].

We discovered two vulnerabilities in the PF sched-
uler:

1. The scheduler trusts channel condition reports from
mobile devices without verification.

2. The scheduler fails to track a mobile device’s aver-
age channel condition during handoff.

A malicious mobile device can exploit these vulnerabil-
ities by misrepresenting its channel conditions and ini-
tiating unnecessary handoffs (to obtain a fresh average
channel condition) to usurp a large number of time slots
at the expense of other users. Our simulations show that
only one attacker per 50-user cell can occupy between
74% to 90% of all the time slots persistently. To put it
in another perspective, when users are running VoIP ap-
plications, one attacker per cell can perpetuate a 1 sec-
ond end-to-end inter-packet transmission delay for every
other user, while five attackers per cell can perpetuate a
2 second delay. Since any delay longer than 0.4-second
would disrupt VoIP [20], this attack would render VoIP
useless.

We discuss a variety of modifications to the PF sched-
uler and their resilience to the attack. However, as the PF
scheduler operates within a single cell, it cannot guaran-
tee its goal of long term fairness to mobile devices that
can hand off freely across cells. Therefore, we propose
a robust handoff procedure to ensure graceful handoff
for honest users but at the same time to prevent attackers
from usurping bandwidth.

We make the following contributions:

• We identify vulnerabilities in the Proportional Fair
scheduler, and analyze a series of attacks mathe-
matically. Our simulations demonstrate that these
attacks would devastate victim mobile users by
causing persistent delays and lowering throughput.

• We study a variety of modifications to the PF
schedulers to scrutinize their resilience to the
above-mentioned attacks.

• We propose fortifying the PF scheduler with a ro-
bust handoff algorithm to mitigate these attacks.



2 Attack overview

3G cellular networks grant unwarranted trust to mo-
bile devices, allowing them to report channel conditions
and to initiate handoffs at their discretion. By exploit-
ing these vulnerabilities, malicious mobile devices can
usurp a majority of downlink1 scheduling slots, caus-
ing intolerable delays to the victim users and rendering
many network services virtually useless. In this section,
we will provide an overview of the 3G data network
technologies for understanding these vulnerabilities.

2.1 3G data networks

With the goal of avoiding major network restructur-
ing, cellular providers have developed two new data
services, EV-DO and HSDPA, to provide broadband-
like downlink speed for emerging applications, such
as Voice-over-IP (VoIP) and streaming video. In both
services, the downlink utilizes time division multi-
plexing (TDM) by dividing the channel in time slots,
or Transmission Time Intervals (TTIs). (Note that
TTIEV−DO = 1.67ms and TTIHSDPA = 2ms.) The
scheduler at each base station selects a single user2 to
transmit at each TTI. Both services rely on two main
techniques to increase efficiency in the downlink direc-
tion: link adaptation and fast retransmissions. In link
adaptation, mobile devices report quasi instantaneous
downlink channel quality information, channel quality
indicator (CQI), to base stations. The base station can
then adapt data rate contingent on channel conditions:
the better the channel condition, the higher the data
rate [38]. Fast retransmission (part of the Hybrid Au-
tomatic Repeat Request (HARQ) manager) is HSDPA’s
retransmission mechanism that allows a mobile device
to NACK each erroneous downlink packet to request a
retransmission from its base station instead of the send-
ing server.

2.1.1 Opportunistic scheduling

Channel conditions of cellular mobile devices are
time-varying and location-dependent due to fading and
shadowing. This causes the multi-user diversity effect:
since many users fade independently, at any given time
some subset of users will likely have strong channel
conditions. Since instantaneous channel conditions de-
rive the instantaneous data rates of mobile devices [29],
mobile devices periodically measure and report their
CQIs to their base stations. An opportunistic sched-
uler at a base station selects a user (or a subset of

1From the network to the mobile users.
2The scheduler may also select a scheduling candidate set of users

to be transmitted at each TTI.

users) with a relatively good channel condition to trans-
mit while maintaining predefined QoS or fairness con-
straints. Thus, opportunistic schedulers often achieve
higher network performance than schedulers that do not
take into account channel conditions, such as round
robin. A very popular opportunistic scheduler is Pro-
portional Fair (PF) [4,6], whose goal is to maximize the
product of the throughput delivered to all users [11, 21].

In PF, each mobile device measures its instantaneous
channel conditions through pilot signals3, estimates the
achievable data rate under its channel condition (denoted
as CQIi(t) for user i at time t), and sends the infor-
mation back to the base station. To achieve the goal of
maximizing the product of the throughput delivered to
all users [22], the PF scheduler chooses the user with
the highest ratio of CQIi(t)/Ri(t) where Ri(t) Is the
average throughput of user i at time t. 4 The base sta-
tion estimates Ri(t) as follows:

Ri(t) =
{

αCQIi(t) + (1− α)Ri(t− 1) i scheduled
(1− α)Ri(t− 1) otherwise

(1)
where α is a network provider’s parameter describing
the weight of the current time slot toward the average. A
typical α is 0.001.

While current 3G standards do not select a particu-
lar opportunistic schedule, PF is the most popular both
in the research community [3,5,10,12,25,42,46] and in
industry [4,6,7,14,18,31,44]. Networks may implement
modified versions of PF schedulers. For instance, a PF
scheduler may apply code multiplexing by scheduling
multiple users within the same Transmission Time Inter-
val (TTI). In this case, one TTI may be divided into 15
channels using different channelisation codes [31, 38].
The maximum number of codes that a user could ob-
tain is determined by the mobile device’s capability. In
each TTI, the PF scheduler selects a single mobile de-
vice if the device can receive all the codes; otherwise,
the PF scheduler selects multiple devices to share the
codes. Researchers have also proposed variations of the
PF scheduler, such as combining the PF scheduler with
a priority queue or the round robin scheduler. For the
rest of the paper, we will refer to the original PF dis-
cussed in detail above as the PF scheduler, and will refer
to modified PFs as the hybrid PF schedulers.

3A continuous stream of signal sent by the base station to help
devices sychronize and measure their signal strength.

4PF makes scheduling decisions based on the ratio
DRCi(t)/Ri(t) where DRCi(t) = min{CQIk[n],

Bk[n]
tT T I

}
and Bk[n] is the buffer size. In this analysis, we opt to eliminate
buffer dependence for simplicity.



2.1.2 Handoff

Cellular networks implement handoffs to transfer a
connection from one base station to another. A mo-
bile device continuously monitors candidate base sta-
tions with stronger signal strength using pilot signals.
The base station controller, upon receiving pilot mea-
surement reports, determines if the mobile device will
benefit from a handoff. If so, the base station controller
initiates a handoff procedure by instructing the mobile
device to handoff to another base station [31].5 There
are two types of handoffs: soft and hard handoffs. In
a hard handoff, the network drops the connection to the
current base station before initiating a new one. In a soft
handoff, a mobile device can have connections from sev-
eral base stations simultaneously. Our attacks apply to
soft as well as hard handoffs.

2.2 Overview of attacks

Opportunistic schedulers for 3G networks require
mobile device to participate in network management
functions. However, attackers can modify mobile de-
vices to perform seemingly innocuous actions differ-
ent from what is intended by the providers, even when
providers attempt tamper-proof techniques [6,19,32,39].
For instance, attackers can modify their laptops’ 3G PC
cards, either through the accompanying SDKs [30] or
the device firmware [43], to gain access to the network.
By trusting all mobile devices, a system that implements
the PF scheduler suffers from at least two vulnerabilities,
discussed in the following subsections.

2.2.1 Fabricated CQIs

Since opportunistic schedulers base their scheduling
decisions on CQIs reported by mobile devices with-
out verification, by reporting fabricated CQIs, malicious
mobile devices can manipulate the scheduler to usurp
the network bandwidth and disrupt other mobile devices.
To illustrate this idea, let’s consider a naı̈ve attack with
one attacker operating in one cell. A malicious mo-
bile device reports an inflated CQI such that its ratio of
CQI to average data rate is the highest among all the de-
vices in its cell, therefore ensuring that it will be sched-
uled in the next time slot. To obtain consecutive time
slots, the attacker must report monotonically increas-
ing CQIs (because its average throughput is increasing
while other users’ throughput is decreasing, according
to Equation 1) until its reported CQI exceeds the range
of CQI values.

It is difficult to calculate the precise number of con-
secutive time slots that the attacker can get, because the

5Note that EV-DO implements mobile device initiated hand-offs
instead.

number depends on the channel conditions of all the
users in the cell. However, we can estimate an upper
bound of this number by considering a simplified sit-
uation where each user has the same CQI. We assume
that each user always has outstanding data at the base
station. First, we calculate the average throughput of a
user. Let Ri(t) be the average throughput of user i at
time slot t. Recall from Section 2.1.1, Ri(t) is deter-
mined by whether the user is scheduled or not as de-
picted in equation (1). Since we assume that each user
has the same CQI, the PF scheduler becomes a round
robin scheduler, where each user is scheduled once ev-
ery N slots (N is the number of users in the cell). For
example, if user i is scheduled at time slot s, he will not
be scheduled until time slot s + N . Therefore, user i’s
average rate Ri(t) maximizes at time slot s, and mini-
mizes at the time slot s + N − 1. According to Equa-
tion 1, Ri(s) = (1 − α)NRi(s − N) + αCQI . Let us
consider a steady state, where Ri(t) = Ri(t + kN) for
all integer k. In this case, Ri(s) = Ri(s − N). Using
this equality in Equation 2.2.1, we have

Ri(s) =
αCQI

1− (1− α)N
≈ CQI

N
(2)

where Ri(s) is user i’s maximum throughput. His min-
imum throughput is

Ri(s− 1) = Ri(s + N − 1) = (1− α)N−1Ri(s)

≈ (1− α)N−1 CQI

N
(3)

Let C(t) = maxi{CQI/Ri(t)} be the maximum of
CQI-to-throughput ratio at time t among all the users.
In the steady state, C(t) becomes a constant C, which
is:

C =
CQI

Ri(s− 1)
≈ N

(1− α)N−1
(4)

Next, we describe a strategy for the attacker to obtain
consecutive time slots. To obtain time slot 1, the attacker
i must report a CQIi(1) such that CQIi(1)/Ri(0) ≥
C(0). After time slot 1, C(1) = C(0)/(1 − α), be-
cause for each victim user j, its CQI remains con-
stant, but its average throughput Rj has been scaled
down by a factor of (1 − α). Therefore, to obtain
time slot 2, the attacker i must report CQIi(2) such
that CQIi(2)/Ri(1) ≥ C(1) = C(0)/(1 − α). Sub-
sequently, at time t, the attacker must claim CQIi(t)
such that CQIi(t)/Ri(t− 1) ≥ C(0)/(1− α)t−1. The
attacker can obtain consecutive time slots until the re-
quired CQIi(t) exceeds CQImax, the maximum value
of CQI . Therefore, the maximum number of consecu-
tive time slots that the attacker can obtain is the maxi-
mum integer t0 that satisfies

CQImax ≥ C

(1− α)t0−1
Ra(0) ·Π (5)



where Π is

Π =
t0−1∏
k=1

(
αC

(1− α)k−1
+ (1− α)

)
Equation (5) shows that the maximum number of

consecutive slots an attacker can obtain (t0) depends
on the attacker’s beginning average throughput (Ri(0)),
maximum CQI (CQImax), and α. Maximum CQI de-
pends on network hardware and α is used to balance
the trade off between long-term and short-term perfor-
mance. Since the CQImax and α are set by the sys-
tem, they are out of the attacker’s control. The attacker
does have control over Ri(0), its average throughput at
the beginning of the attack. Equation (5) shows that the
smaller the value Ra(0), the larger the value t0. There-
fore, after each attack session, the attacker needs to reset
its Ra(0) by reporting lower CQI values for a sufficient
period (typically a few seconds6). Finally, this model
is simplified, assuming all victim users have the same,
consistent CQI. When users have time-varying channel
conditions, Equation 5 provides an upper bound for es-
timating t0.

2.2.2 Greedy handoffs

Opportunistic schedulers are oblivious to handoffs
that mobile devices experience. For example, when a
mobile device performs a handoff to another base sta-
tion, the new base station does not retrieve the device’s
average data rate from its previous base station, but
rather assigns an often small or average value as the de-
vice’s initial average rate [10, 46]. By reporting fab-
ricated CQIs, as in the naı̈ve attack illustrated in the
section above, a malicious mobile device has to report
monotonically increasing CQIs to sustain the attack be-
cause its average data rate keeps increasing. Eventually,
the attack stops when its reported CQI exceeds the max-
imum allowable CQI. However, if the malicious device
sits in the coverage area of multiple base stations, it may
hand off to another cell to acquire a fresh, lower aver-
age data rate to continue the attack. Moreover, multiple
malicious devices may cooperate to attack multiple cells
simultaneously (Section 3.3). Note that by manipulating
its CQI reports, a malicious mobile device can cause its
base station to initiate a handoff.

3 Attack analysis

3.1 Threat model

Our threat model assumes the following:
6This limitation is in relation to our naı̈ve attack scenario. Section

3 discusses heuristics for avoiding this limitation.

1. Attackers control one or a few mobile devices that
a cellular network has admitted and authenticated.

2. Attackers have modified their 3G mobile devices or
PC cards such that they may report any CQI value
to the base station and to trigger a handoff at any
time.

3. Attackers can be physically located in the overlap-
ping areas of cells.

We believe this threat model is realistic. Attackers can
buy network-approved mobile devices (or PC cards with
accompanying SDKs) and prepaid data plans directly
from providers, or can spread worms to take over ex-
isting mobile devices. Prepaid data plans, in particular,
minimze the risk of discovery and punishment7. Pre-
vious research has demonstrated ways to modify mobile
devices to perform different actions than intended by the
providers, even when providers attempted tamper-proof
techniques [19, 32, 39]. Note, however, that our threat
model does not assume hacking into the network. In-
stead, our attack exploits vulnerabilities in the network’s
scheduler by manipulating the information that mali-
cious mobile devices report to the network.

In the following sections, we start by considering
intra-cell attacks with multiple attackers. Then, we de-
scribe an inter-cell attack, which is considerably more
effective. Finally, we present a more realistic attack
where attackers are unaware of other users’s channel
conditions in the cell.

3.2 Intra-cell attack

Consider a scenario where all the attackers stay in the
same cell. We assume that no user leaves or joins the cell
during the attack. Although this assumption is not cru-
cial to our attack, it simplifies our analysis. Addition-
ally, for simplicity we assume that the attackers know
the channel conditions of all the users in the cell. Sec-
tion 3.4 will describe an attack strategy which eliminates
this assumption.

As we have stated in the previous section, a single
attacker can obtain consecutive time slots until his re-
ported CQI exceeds the maximum CQI value. Naturally,
attackers can increase the number of consecutive time
slots obtained by using multiple colluding attackers. We
discuss three possible ways for the attackers to coordi-
nate.

Sequential attack The simplest scheme is to attack
sequentially. The attacker with the smallest average

7While gaining momentum in North America, prepaid data plans
are very popular and omnipresent in many parts of the world where
one can buy prepaid SIM cards anonymously.



throughput Ri(t) starts the attack and obtains as many
consecutive time slots as possible, while the other at-
tackers lurk (by reporting arbitrarily small CQIs to
avoid being scheduled). When the active attacker’s re-
ported CQI exceeds the maximum value of CQI, it stops
the attack while the attacker with the smallest average
throughput takes over the attack.

Minimum CQI attack Since the attack will stop
when all attackers’ reported CQIs exceed the maximum
value, this scheme tries to slow the increment of the re-
ported CQIs. At each time slot, each attacker, given
its current average data rate, computes the CQI that it
needs to obtain the next time slot. The attacker with the
smallest computed CQI reports its CQI to the base sta-
tion while other attackers report arbitrarily low CQIs to
continue lurking.

Delta CQI attack This algorithm tries to slow the in-
crement of calculated CQI values for upcoming slots.
At each time slot t, each attacker i computes the incre-
ment δi(t) needed to its previous CQI. In other words,
δi(t) = CQIi(t) − CQIi(t − 1). The attacker with
the smallest δi(t) then reports its CQI to the base station
while the other attackers report arbitrarily low CQIs to
continue lurking.

3.2.1 Attack results

To verify the effectiveness of this and other attacks
described below, we ran simulations for 18072 time
slots, or 30 seconds. Through trial-and-error we deter-
mined that 30 seconds is more than enough time to de-
termine an attack’s effectiveness as all attacks stabilized
well before that time. In simulating single cell attacks,
we chose parameters that are recommended by the 3G
and HSDPA specification or that are commonly used by
cellular networks. The PF scheduler has an α = .001.
We assume 50 users in a cell. Each user quantized his
channel condition into CQI, an integer between 0 and
30, and reported the CQI to the base station. Each user’s
channel condition was a random variable following a
Rayleigh distribution [37] with σ = 3 and an initial av-
erage rate of 0.5. In communications theory, Rayleigh
distribution is widely used to model scattered signals
that reach a receiver by multiple paths, e.g., in an urban
environment [37]. A simulation with only one attacker
present showed that the attacker gained an average of 19
time slots, with a standard deviation of 2.77.

Next, we simulated multiple attackers in the same
cell. Again, each user’s channel condition was a ran-
dom variable following a Rayleigh distribution. We var-
ied the number of attackers from one to five and sim-
ulated each of the attack schemes in Section 3.2. Fig-

ure 1 shows that the number of collective consecutive
time slots obtained by the attackers increases almost lin-
early with the number of attackers. Among the three at-
tack schemes, the Delta CQI scheme performed the best,
where five attackers obtained 99 consecutive time slots.
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Figure 1. Consecutive time slots obtained
by attackers using different collaborating
schemes in a naive single cell attack. No-
tice that after the attack’s initial burst, the
attackers must relinquish a large number
of timeslots before attacking again

Although 99 consecutive time slots (or 165ms) occu-
pied by the attackers will cause a delay to victim users,
this delay is tolerable by many applications and proto-
cols. Moreover, after the attack, the attackers must re-
linquish a large number (at least 2000) of time slots to
reset their average throughput low enough before they
can attack again. Therefore, this attack is not sustain-
able. This confirmed our intuition that single cell at-
tacks were relatively ineffective. Fortunately (or unfor-
tunately, depending on your position), we were able to
exploit another vulnerability to make our attack much
more effective and sustainable.

3.3 Inter-cell attack

PF scheduler ensures long-term fairness within a
cell’s boundary. By transgressing those boundaries, at-
tackers can gain unfair share of network bandwidth. For
example, when attackers sit in the overlapping area of
two cells, they can exploit the handoff procedure to
make their attack much more effective and sustainable.
Our single cell simulations show that an attacker’s re-
ported CQI and average throughput increase very fast
during an attack. When a large average throughput
forces the attacker to report a CQI larger than the max-
imum value, the attack stops. However, since users can



trigger handoffs and the network does not carry users’
average throughput across cells, the attacker can handoff
to another other cell, get a small initial average through-
put, and immediately start the attack in its new cell.

3.3.1 Initial average throughput

Since the network does not track users’ average
throughput across cells [10], when a new user joins a
cell, the scheduler must first assign the user an initial
value for its average throughput. Since the choice of this
initial value is unspecified, we explore three reasonable
schemes. Although these schemes are not all-inclusive,
they represent good schemes that lead to predictable be-
havior of the PF scheduler.

Based on the average of average throughput of all
users A simple scheme is to choose the average of av-
erage throughput of all existing users in this cell as the
initial average throughput of the new user, since the new
user’s channel condition is close to the average channel
condition of all existing users.

Based on the minimum of average throughput of all
users Since new users often join a cell from the edge
of the cell, they are expected to have the poorest channel
condition. Therefore, this scheme chooses the minimum
of the average throughput of all existing users as the ini-
tial average throughput of the new user.

Determined by the user Finally, since users are
trusted with tasks such as channel quality and pilot mea-
surements for multiple cells, an intuitive scheme is to
let users report their initial average throughput. A major
problem with this scheme is that an attacker can report a
bogus low average throughput to gain unfair advantage
in scheduling.

3.3.2 Attack Results

Figure 2 shows the fraction of time slots that the at-
tackers procured where there was one attacker per cell
and the attackers determined their initial throughput. It
shows that after about 2000 time slots, the attackers con-
sistently obtained about 78% of all the slots, a condition
that we call the stabilization of the attack. We simu-
lated different number of attackers per cell and differ-
ent schemes for assigning the initial average throughput,
and in all the simulations the attack stabilized well be-
fore 30 seconds.

Figure 3 shows the total number of time slots that the
attackers obtained in 30 seconds. Unsurprisingly, the
more attackers per cell, the more time slots they can ob-
tained. However, even with just one attacker per cell, the
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Figure 2. Fraction of time slots obtained by
two attackers, one per cell of 50 users
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Figure 3. Time slots occupied by the attack
in 30 seconds (18072 time slots). The three
lines represent different schemes for assign-
ing the initial average throughput by the base
station

attackers obtained from 13459 (74%) to 16241 (90%)
time slots, depending on the scheme by which the sched-
uler assigns the initial average throughput. Among the
three schemes, the scheme that let the user provide this
initial value is the most vulnerable, where one attacker
obtained 16241 (90%) time slots while five attackers ob-
tained 17317 (96%) time slots.

3.4 Realistic inter-cell attack

In the above simulations, the attack required attack-
ers to know all users’ channel conditions and average
throughput at each time slot. In practice, however, at-
tackers may not have such information. In this case,
during the attack, the attacker must constantly adjust



the estimated maximum CQI-to-throughput ratio of all
the victim users. This is because each user’s average
throughput, in every time slot, will increase by α ∗CQI
if he is scheduled, and decrease by a factor of (1 − α)
otherwise. We propose the following scheme for adjust-
ing the maximum ratio estimation.

Let c(t) be the estimated maximum CQI-to-
throughput ratio at time t and Ri(t) be the average
throughput of user i at time t. If the attacker is sched-
uled at time t, the average throughput of all the other
users will decrease, Ri(t) = (1− α) ∗Ri(t− 1). Since
c(t) estimates the largest Ri(t) of all the victim users,
it increases at the same rate, c(t + 1) = c(t)/(1 − α).
When the attacker is not scheduled, on the other hand,
only the average rate of the victim user who is scheduled
will increase. Therefore,

c(t + 1) = max
i

CQIi(t + 1)
Ri(t)

≈

≈ max
i

CQIi(t + 1)
Ri(t− 1)(1− α) + α

N · CQIi(t)
=

= max
i

CQIi(t+1)
Ri(t−1)

(1− α) + α
N · CQIi(t+1)

Ri(t−1)

≈

≈ c(t)
(1− α) + α

N · c(t)
(6)

Some approximations are involved in the above esti-
mation. First, on average, a victim user gets scheduled
once every N times when the attacker is not scheduled.
Therefore, the average rate of a victim user will increase
by α/N ∗ CQIi(t) approximately when the attacker is
not scheduled. Second, when a user is scheduled, his
CQI-to-throughput ratio is the maximum among all user.
Thus its value of CQIi(t)/Ri(t − 1) is approximately
c(t). Equation 7 summarizes our analysis:

c(t+1) =
{

c(t)/(1− ε) scheduled
c(t)/(1 + σ · (c(t)− 1)) not scheduled

(7)
where ε and σ are functions of α. We used ε and σ
instead of α to compensate for the possible errors in
our estimation of the maximum CQI-to-throughput ra-
tio, and determined them empirically.

3.4.1 Attack results

Figure 4(a) shows the number of time slots obtained
using our prediction strategy in simulation. When there
is a single attacker per cell of 50 users, the attackers
(one in each cell) may obtain between 11583 (64%) and
15874 (88%) time slots, depending on the scheme for as-
signing initial average throughput. When there are five
attackers per cell, they can obtain between 14353 (79%)
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(a) Time slots obtained by the attack in 30 seconds (18072 slots)
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(b) Fraction of time slots obtained by attackers without knowing
victims’ CQIs compared to those with knowing victims’ CQIs

Figure 4. Performance of the attack without
knowing victims’ CQIs. Each sub-figure
shows three curves, each representing a
different scheme for assigning the initial
average throughput.

and 17136 (95%) time slots. Next, we compare the ef-
fect of the attack under this realistic situation where at-
tackers do not know the CQIs of the victims to the the
ideal situation discussed in Section 3.3. Figure 4(b)
shows the fraction of time slots that the attackers ob-
tain when they do not know the CQIs of the victim users
compared to the case where they know the CQIs. In all
cases, the attackers could still obtain more than 85% of
the time slots that they would obtain in the ideal situa-
tion. In particular, if the PF scheduler uses user-provided
initial average throughput, the attackers can obtain al-
most the same number of time slots as in the ideal situa-
tion.

As an illustration, we show the impact of the attack



on VoIP communication, as cellular providers have re-
cently started offering it. VoIP packets have a rigorous
delay requirement: 0-0.15s delay is acceptable, 0.15s-
0.40s delay might be tolerable, but longer delay is dis-
ruptive [20]. This delay budget is end-to-end, including
the uplink delay from the sender (U ), the transmission
delay over the Internet (T , at least 0.1s across the con-
tinental USA), the downlink delay to the user (D), and
other processing delay for VoIP (O, about 0.101s) [16].
One attacker can cause 0.81s downlink delay for vic-
tim users; therefore, the end-to-end VoIP application de-
lay of all (victim) users in the attacker’s cell is at least
T +D+O = 0.10+0.81+0.10 = 1.01s. If five attack-
ers collude, the average downlink delay for a victim user
increases to 1.80s, thus the end-to-end delay on users’
VoIP applications is 0.10 + 1.80 + 0.10 = 2.01s. Such
excessive delay would make VoIP services useless. To
illustrate, consider that geostationary satellite latency is
between 240-280ms. Above illustrated attacks can elicit
delays that are about 4-8 times longer.

4 Possible defense strategies

The above-illuminated attack exploits several vulner-
abilities that combined enable malicious users to per-
form a denial-of-service attack on downlink cellular data
service. To defend against these types of attacks, we
outline some defense strategies that either eliminate rel-
evant vulnerabilities or mitigate their impact. The fol-
lowing defense strategies could be implemented in cur-
rent as well as future cellular systems.

4.1 Attack detection

There are three parameters that the base station can
monitor in order to distinguish normal from under-attack
operation; namely, decrease of average user throughput,
exorbitant number of handoffs and excessive retransmis-
sions. We can take advantage of these features in com-
posing a defense strategy.

Anomaly detection using average throughput The
base station can measure an average user’s throughput
during normal operation, either by simulation or by ac-
tual measurement. Then, it can compare the current
throughput with recorded normal throughput. If their
difference is above a certain threshold, this could indi-
cate that the system is under attack. At this point, the
base station can use several methods to mitigate the at-
tack, including temporarily reverting to a scheduler that
does not require user collaboration, such as round robin,
while tracing the attack source.

Number of handoffs per user In a normal operation,
users do not perform very frequent handoffs. On the
other hand, attackers performs handoffs as frequently as
one every 5 time slots, or one every 7.5-10ms. The base
station can observe and record the number of handoffs
performed per user over a period of time. If a user per-
forms an unusually high number of handoffs in a given
time, the base station can reject further handoff requests,
thereby stopping the attack in that cell.

Number of retransmissions per user Due to mobil-
ity, it is normal for users to experience retransmissions.
However, as attackers are overestimating their channel
conditions while staying close to cell boundaries, the
base station can detect an attack in progress if it observes
that the number of continuous retransmissions per user
(due to HARQ mechanism) is above a certain threshold
value. False alarms may occur if the user is in an unfa-
vorable condition, such as moving away from the BS or
with a highly-variable channel condition.

4.2 Attack prevention

In this section, we first consider a set of variations of
the PF scheduler and evaluate their effect on attack pre-
vention. We then propose a new handoff scheme to be
combined with a scheduler that can largely mitigate the
effects of the attacks while considering network perfor-
mance.

4.2.1 Variations of PF scheduler

We have discussed the PF scheduler so far. There are,
however, various implementations of the PF scheduler,
which we refered to as hybrid PF scheduler. While these
modifications are proposed primarily for Quality of Ser-
vice (QoS) purposes, we discuss their resilience against
attacks from a security viewpoint.

Priority queue The base station can utilize priority
queues to alleviate the impact of attacks outlined in
the previous section. In particular, the base station can
schedule traffic with delay constraints, such as VoIP traf-
fic, with high priority, while other traffic, such as web
browsing, can be scheduled with low priority. Because
the number of high priority users is relatively small,
these users have much better delay performance. Thus,
the attack (in particular, attacks without handoff) effects
of an attacker claiming to be high priority, will be mit-
igated. Its actual impact depends on the extent of sys-
tem manipulation by the attacker. For instance, an at-
tacker may want to opt out the priority set if he or she
needs to stay dormant in order to lower his or her av-
erage throughput value. This can usually be achieved



by keeping the buffer at the base station empty or re-
porting extremely low CQI values. During the attack,
the attacker can opt in the priority set through the fol-
lowing methods: masquerading as a high priority user,
such as a VoIP user, triggering fast retransmissions, and
having large queues (if the queue length is considered in
scheduling decisions).

Round-robin Typically, system designers have to bal-
ance trade offs between short-term performance and
overall throughput. To improve delay performance, (i.e.,
a form of short-term fairness), PF can be combined with
round-robin scheduler with additional constraints such
that each user should get scheduled for m TTIs within
a certain time window w, where m <= w/N and N is
the number of users to be scheduled. Long-term fairness
(e.g., in the pure PF scheduler), on the other hand, guar-
antees that each user obtains roughly the same amount
of time slots over a long period of time (usually dur-
ing the lifetime of a user, on the order of minutes).
Choosing a lower w and a larger m improves short-term
performance but at the expense of lowering the over-
all throughput. Conversly, enlarging w and lowering m
improves overall throughput as the scheduler has more
flexibility in choosing a user with good channel condi-
tions but the expense of short-term performance.

4.2.2 Robust handoff scheduler

All of the considered and proposed variations of the
PF scheduler are confined within the realm of a single
cell–none address the inter-cell issues, namely handoffs.
Consider the case where a user moves from cell A to
cell B and the two base stations could communicate and
assign initial average values for the handoff user. The
optimal initial value of the average throughput for the
user in cell B may not necessarily be the average value in
cell A. This new value will impact both security and sys-
tem performance so it should be set high enough to de-
ter attackers from attacking the system by initiating (fre-
quent) handoffs but not cause excessive delays for nor-
mal users. Therefore, in terms of system performance,
this value should be set to provide smooth transmission
between cells so that the handoff user will not be any
more or any less advantaged compared to the existing
users in the cell. Additionally, to be fair, the newly as-
signed average value should reflect the transient behav-
ior of the user.

Consider the special case where the relative channel
fluctuations of users are statistically identical and inde-
pendent. This assumption roughly holds when users ex-
perience Rayleigh fading and the achievable rate is lin-
ear to the channel condition. Note that users can have
different average channel conditions, e.g., depending on

their distance to the base station. Relative channel fluc-
tuation depends only on small-scale fading, such as scat-
tering. Such fading environment is often statistically
identical for all users in a cell. For example, in an urban
environment, users experience rich scattering and thus
Rayleigh fading.

When users experience statistically identical and in-
dependent relative channel fluctuations, multi-user di-
versity gain depends only on the number of users in a
cell and the statistics of the channel fluctuation as shown
in [8]. Assuming stationarity and ergodicity, the expec-
tation of the average throughput of a user, E(R)8, can
be expressed as

E(R) = E(CQI)
G(N)

N
(8)

where CQI is a random variable, representing the user’s
channel condition, N is the number of users in the cell,
E(CQI)/N is the average throughput of the user when
N users share the resource evenly without opportunis-
tic scheduling, and G(N) is the opportunistic schedul-
ing gain, which is a function of N and channel statis-
tics. Opportunistic scheduling gain illustrates the perfor-
mance gain of an opportunistic scheduling scheme over
that of non-opportunistic one, namely round-robin. Typ-
ically, the larger the number of users sharing the same
channel, the larger the gain. For example, when users
experience Rayleigh fading with statistically identical
and independent relative channel conditions, we have
G(N) ≈ log(N).

We propose the following heuristic to set the initial
value of a handoff user. Consider that a user moves
from cell A to cell B. Let CQIA and CQIB represent
the channel condition of the user in cells A and B, re-
spectively. Note that CQIA and CQIB are random vari-
ables. Let NA and NB be the number of users in cells
A and B, respectively. Let RA be the current average
rate of the user before handoff. The initial value of after
handoff, Rinit

B , is set as

Rinit
B =

∑NA

i=1 RA(i)

E(CQIA)G(NA)
NA

E(CQIB)
G(NB)

NB
· (1− α)

Rinit
B =

∑NA

i=1 RA(i)
E(RA)

E(RB) · (1− α). (9)

where E(CQIA)G(NA)/NA is the expected rate
of the user in cell A (following Equation 8) and
E(CQIB)G(NB)/NB is the expected rate of the user in
cell B. In developing this formula one must be cautious
not to set the initial value after handoff to be too high so
as to disadvantage the user. Indeed, the value needs to

8We have dropped the time and user index from this equation.



be just high enough to deter attack. For example, setting
the initial value naively to

Rinit
B =

RA

E(RA)
E(RB) · (1− α). (10)

may cause some legitimate users to experience unjus-
tified delays. Typically, however, for a benign user,
the ratio is determined by whether the user is in a fa-
vorable (with respect to its expectation) or a hinder-
ing position. This fact is taken into consideration in
the handoff procedure for fairness. In general, we ex-
pect RA ≈ E(CQIA)G(NA)/NA. We also note that
E(Rinit

B ) = E(RB), which indicates that the user is in
a fair position in the new cell. In other words, Equation 9
is an unbiased estimation for the value of Rinit

B .
In practice, the values of RA, NA, and NB are

known. The values of G(·), CQIA, and CQIB can be
estimated. In the presence of attackers, a malicious user
may manipulate its value of CQIB for unfair advan-
tages. We note that a user is often handoff to a cell with
stronger signal strength, i.e., E(CQIB) ≥ E(CQIA).
On the other hand, we do not expect E(CQIB) to be sig-
nificantly higher than E(CQIA), otherwise, the handoff
will be initiated earlier. Therefore, to deter attackers and
to avoid estimations of CQIA and CQIB , we can set

Rinit
B ≈

∑NA

i=1 RA(i)
G(NA)

NA

G(NB)
NB

· (1− α). (11)

Our initial simulations support that this handoff
scheme can deter attackers from resetting their through-
put values to prolong attacks. However, in our future
work, we will further evaluate its performance and ex-
tend the handoff study to general opportunistic sched-
ulers.

5 Future Work

Cellular network considers that all mobile phones are
part of its Trusted Computing Base (TSB). This assump-
tion enables attackers to exploit its trust and perform
DoS attacks against the network as demonstrated in our
attack simulations. In lieu of their effectiveness, we have
augmented the handoff mechanism in order to make the
scheduler more robust. Initial results have been very
promising. Nevertheless, the proposed scheme is in a
preliminary stage. There are important issues to be ad-
dressed. The scheme applies to the case where users
have statistically identical rate fluctuation, which may
not always be true in practice. In addition, the estima-
tion of G(·) can be difficult without the precise knowl-
edge of channel statistics. Therefore, an important and
practical issue is to determine the handoff initial value

given only the current average rate of users in both cells.
More importantly, we plan to extend the handoff study to
general opportunistic schedulers. We also plan to evalu-
ate the handoff study in the presence of a large number
of attackers (due to device viruses or malware).

6 Related work

Studies on the security of 3G networks began to ap-
pear in recent years [9, 26, 33]. Sridharan et al. modeled
the uplink channel from mobile devices to the base sta-
tion in EV-DO and suggested that malicious users could
modify their power transmission levels to cause inter-
ference on honest users [36]. By contrast, our work
concentrates on the downlink given that downlink band-
width in 3G networks is considerably higher than uplink
bandwidth. Furthermore, we present not only threats but
also attacks that exploit these threats.

Denial of service (DoS) attacks on cellular networks
have attracted a lot of attention as resources on cellular
networks are much more limited than those on the Inter-
net. Agarwal et al. [2] conducted a capacity analysis of
shared control channels used for SMS delivery. They
concluded that increasing volume and message sizes
can significantly affect network performance. Enck et
al. [13] presented a denial-of-service attack by sending
a sufficient number of SMS messages per second to a
range of cellular phones in the same area. An attacker
would need only a single computer with a broadband
network access to disrupt a network in a major city by
saturating control channels shared between voice calls
and SMSs. Traynor et al. [40] evaluated this attack
using a highly accurate GSM simulator and proposed
mitigation strategies. [28] warns that the paging chan-
nel is another scarce resource that an attacker on the In-
ternet can overwhelm to cause a DoS attack. Further-
more, Traynor et al. pointed out that in spite of numer-
ous efforts to securely overlay a packet-switched net-
work onto a circuit-switched network, mechanisms re-
sponsible for connection establishment are still vulnera-
ble to low-bandwidth DoS attacks [41]. Racic et al. [32]
showed that attackers can deplete cellular phones’ bat-
teries up to 22 times faster by exploiting Multimedia
Messaging Service (MMS) and data packet services in
the cellular network. Finally, jammers [45] can disrupt
cellular networks as well. All these studies focused on
attacks originating from outside the cellular network,
usually from the Internet. Particularly, jammers are of-
ten ineffective in causing a DoS on the cellular infras-
tructure on a large scale since each jammer covers a very
limited area. They can also be very difficult to obtain
and easy to detect [15]. In contrast, our work focuses on
DoS attacks from inside the cellular network and uses
existing mobile devices, such as cellular phones and 3G



cards. Compared to jamming attacks, our attack is much
more difficult to detect because it follows wireless media
access protocols.

Significant amount of research has been conducted
on efficient resource sharing in cellular networks. In par-
ticular, opportunistic scheduling algorithms have been
studied extensively [23, 27, 42]. However, prior work
focused on improving system performance under vari-
ous system constraints and requirements, including the
effect on TCP performance [5, 12], instability [3], and
multi-cell scheduling [10]. In contrast to these studies,
we consider the threat of malicious users and their im-
pact on the PF scheduler. While (artificial) handoff has
been considered for load-balancing purpose in [10, 35],
no one has studied how to assign good initial values for
handoff users, to the best of our knowledge.

Recently, concurrently with and independently of our
work, Bali et al. have showed that a long lived network
flow of a victim mobile device can be starved by a sud-
den arrival of packets to another offending mobile device
whose buffer had been empty for a period of time [6].
The authors experimented on an isolated EV-DO net-
work testbed using two devices. Their exploit indirectly
influenced the PF scheduler by sending bursty traffic. By
contrast, our attack directly manipulates the PF sched-
uler by sending fake CQI reports, which has much big-
ger impact.

In a simulation comparing our attack to theirs under
the same network condition, our attack occupied more
than twice as many consecutive slots in a cell with only
2 users, and more than three times as many consecu-
tive slots in a cell with 50 users.9 Moreover, since their
attack exploits the fact that a user’s average rate drops
when the user’s buffer is empty, their attack can be mit-
igated by limiting the decrease of average throughput
when the buffer is empty [46].

Finally, in addition to the vulnerability of fake CQI
reports, we also discovered a vulnerability in the hand-
off procedure that can be exploited in combination with
fake CQIs to attack the PF scheduler. Our attack, ex-
ploiting multiple attack vectors, significantly magnifies
the effect of the attack and causes severe DoS to the cel-
lular network. Furthermore, we proposed a robust hand-
off algorithm that manages to mitigate the attack.

7 Conclusion

We have shown that cellular data networks are vul-
nerable to DoS attacks because of the following vulner-
abilities:

9In a cell with only two users, our attack occupied 1198 consecu-
tive slots while Bali et al.’s method occupied only 529 slots. In a cell
with 50 users, our method occupied 65 slots while theirs occupied only
20 slots.

• The network trusts mobile devices to report truth-
ful CQIs, which the PF scheduler uses without ver-
ification for assigning time slots. Therefore, mali-
cious mobile devices can manipulate their reported
CQIs to gain a large number of time slots.

• The network does not track the average throughput
of mobile devices across different cells. Therefore,
malicious devices can maintain perpetual schedul-
ing priority by frequent handoffs.

We have studied a series of attacks on the PF sched-
uler by exploiting the above vulnerabilities. Our simula-
tions show that just one attacker per cell can decrease the
throughput and increase the delay of victim users sig-
nificantly, and can disrupt time-sensitive data services,
such as VoIP. Moreover, multiple attackers in the same
cell can collaborate to aggravate the attack. To defend
against the attacks, we first propose a set of attack de-
tection schemes. Then, we discuss a variety of modi-
fications of the PF scheduler and their resilience to the
attacks. Finally, we propose a handoff heuristic that sig-
nificantly mitigates the impact of the aforementioned at-
tacks.
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