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Abstract—The advancement of molecular profiling techniques fuels biomedical research with a deluge of data. To facilitate data sharing, the Global Alliance for Genomics and Health established the Beacon system, a search engine designed to help researchers find datasets of interest. While the current Beacon system only supports genomic data, other types of biomedical data, such as DNA methylation, are also essential for advancing our understanding in the field. In this paper, we propose the first Beacon system for DNA methylation data sharing: MBeacon. As the current genomic Beacon is vulnerable to privacy attacks, such as membership inference, and DNA methylation data is highly sensitive, we take a privacy-by-design approach to construct MBeacon.

First, we demonstrate the privacy threat, by proposing a membership inference attack tailored specifically to unprotected methylation Beacons. Our experimental results show that 100 queries are sufficient to achieve a successful attack with AUC (area under the ROC curve) above 0.9. To remedy this situation, we propose a novel differential privacy mechanism, namely SVT², which is the core component of MBeacon. Extensive experiments over multiple datasets show that SVT² can successfully mitigate membership privacy risks without significantly harming utility. We further implement a fully functional prototype of MBeacon which we make available to the research community.

I. INTRODUCTION

The advancement of molecular profiling technologies during the last decade has resulted in a deluge of biomedical data becoming available. The large quantity of data is considered the fuel for the next-generation bio-engineering industry. Leading researchers as well as practitioners have predicted the biotech era is coming.

Data sharing is essential for advancing biomedical research. However, large-scale data sharing has been limited, primarily due to privacy concerns [12], [22], [2], [24]. Homer et al. [16] have shown that an adversary can effectively predict the presence of an individual in a genomic dataset. This attack is known as membership inference attack [5], [35], [28], [31] and its implication is beyond membership status: For instance, if the dataset is collected from individuals carrying a certain disease, then the adversary can immediately infer this sensitive information about her target(s). A recent study [5] further shows that not only genomic data, but also other types of biomedical data, are vulnerable to membership inference attacks.

Aiming for a responsible and effective genomic data sharing solution, the Global Alliance for Genomics and Health (GA4GH)¹ established the Beacon system² in 2014. The Beacon system is essentially a search engine indexed over multiple Beacons. Each single Beacon is constructed by a partner institution of the Beacon system with its own database. Only one type of query is supported by a Beacon: whether its database contains any record with the specified nucleotide at a given position and chromosome, and the corresponding response is a binary “Yes” or “No”. Upon a query from a researcher, the search engine, i.e., the Beacon system, will return the names of the partner institutions that answer “Yes”, and the researcher can directly contact these institutions to obtain access to the data.

The current Beacon system only supports genomic data. However, other types of biomedical data, like epigenetic data, are also essential for biomedical research. In particular, DNA methylation, as one of the most important epigenetic elements, has been demonstrated to be very influential to human health. For instance, anomalous changes in the DNA methylation patterns are frequently observed in cancer [13]. Consequently, there exists a huge demand for methylation data sharing.

A. Contributions

We construct the first Beacon system for sharing DNA methylation data, namely, the MBeacon system. Similar to the current genomic Beacon system, the MBeacon system is also a search engine. Each institution taking part in the MBeacon system establishes its own MBeacon that implements the following query: “Are there any patients with a certain methylation value at a specific methylation position?”, and provides a binary “Yes” or “No” response.

Despite the coarse-grained answer format, researchers have shown that the genomic Beacon is vulnerable to privacy
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¹https://www.ga4gh.org/
²https://beacon-network.org/
attacks, in particular membership inference attacks [36], [29], [1], [45]. In addition, previous works have demonstrated the serious privacy risks stemming from sharing DNA methylation data [3], [8]. Therefore, we follow a privacy-by-design approach to construct the MBeacon system.

**Membership Inference Attack.** The first step towards a privacy-preserving MBeacon is to evaluate the privacy threat of membership inference attacks against a plain (unprotected) methylation Beacon. Since existing attacks on the current Beacons are tailored to genomic data only, we design a membership inference attack suitable for DNA methylation data. Our membership inference attack relies on the likelihood-ratio test and uses as probability estimate a normal distribution calibrated to the mean and standard deviation of the general population’s methylation values.

We empirically evaluate our attack on several unprotected methylation Beacons composed of various methylation datasets and show that the attack achieves a superior performance. For instance, the simulated attacker can achieve an AUC value (area under the ROC curve) of over 0.9 after submitting only 100 queries to the Beacon.

**Defense Mechanism.** The effectiveness of our membership inference attack demonstrates the privacy threat of the Beacon system for methylation data. To mitigate this threat, we propose a novel differential privacy mechanism, namely the double sparse vector technique (SVT2), which is the core component of MBeacon. We consider a MBeacon’s query response to be highly privacy-sensitive if it differs from the expected response over the general population data. In fact, these differences are also the major reason why our membership inference attack is effective. A MBeacon is usually constructed over a database collected from people with a certain disease, and biomedical studies show that, for data of this kind, only a few methylation regions differ from the general population. As a consequence, only a few queries are highly privacy-sensitive. Therefore, we aim for a solution that scales noise to the sensitive responses in order to reduce the overall noise level of MBeacon, thus maintaining utility.

One possible solution for the problem is the sparse vector technique, a differential privacy mechanism that is designed to scale noise to a subset of highly privacy-sensitive responses. The sparse vector technique determines whether a response is sensitive by comparing it to a fixed threshold. However, it cannot be applied to MBeacon, as we need to check whether the MBeacon response and the expected response agree with each other. The novelty of our proposed SVT2 lies in checking this agreement through two comparisons to a fixed threshold: one for the MBeacon response, the other for the expected response. We prove that SVT2 guarantees differential privacy.

**Utility Metrics.** The goal of the MBeacon system is to facilitate DNA methylation data sharing. Therefore, the main users of the system are researchers who want to discover institutions that possess data of interest. In order to quantify the impact of SVT2 on the real-world utility of our MBeacon system, we introduce a new utility metric by simulating a legitimate researcher who tries to find other institutions that possess methylation data similar to her own data.

We evaluate the performance of our privacy-preserving MBeacon through extensive experiments (simulating 2,100 researchers). The results show that the privacy loss on membership inference attacks can be minimized while the researcher utility still remains high. For carefully chosen privacy parameters, it is possible to decrease the attacker’s performance to random guessing (AUC < 0.6) while preserving a high utility for the researcher (AUC > 0.8). Furthermore, we conduct a large-scale evaluation of privacy parameters for SVT2 and provide the necessary tools for an institution to tune these parameters to their needs.

In addition, we have implemented a fully-functional prototype of the MBeacon system3 which we make available to the research community.

**B. Organization**

The rest of the paper is organized as follows. We briefly introduce the current Beacon system and necessary biomedical background in Section II. MBeacon is formally defined in Section III. Section IV and V present our membership inference attack and its evaluation, respectively. In Section VI, we describe our defense mechanism SVT2. Section VII introduces the utility metric. The effectiveness of our defense is evaluated in Section VIII. The MBeacon prototype is introduced in Section IX. We summarize the related work in Section X, and then conclude in Section XI.

II. BACKGROUND

In this section, we provide the necessary background on the current Beacon system as well as on DNA methylation.

**A. Beacon System**

Current biomedical data sharing has limited success due to its inherent privacy risks. To tackle this problem, GA4GH has established the Beacon system, also referred to as the Beacon network.

The Beacon system is a search engine that allows researchers to query whether any of the institutions taking part in the system possesses data of their interests. Each partner institution implements its own Beacon with its onsite data. These Beacons only support one simple type of query, i.e., the presence of a specified nucleotide (A, C, G, T) at a given position within a certain chromosome. The response is a binary “Yes” or “No”. To give a concrete example, query “13:32936732G>C” stands for “Are there any patients that have allele C at position 32936732 (with reference allele G) on chromosome 13?”. When the Beacon system receives such a query, it forwards the query to each of its partner institutions’ Beacons. If an institution’s dataset contains at least one record matching the query, then the Beacon answers “Yes”. The names of all Beacons with “Yes” answers are sent back to the querier. In the end, the querier can contact the corresponding institutions for data access offline.

**B. DNA Methylation**

DNA methylation is one of the most important and best understood epigenetic elements. It consists of molecules, so-called methyl groups, added to the nucleotides at positions
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3https://mbeacon-network.github.io/MBeacon-network/
where a \( C \) nucleotide is followed by a \( G \) nucleotide (called CpG-dinucleotides). Usually, DNA methylation at a given CpG-dinucleotide is measured as a real value between 0 and 1. This value represents the fraction of methylated dinucleotides at this position. The whole DNA methylation profile of an individual can thus be represented as a vector of real values between 0 and 1. Intermediate values occur due to DNA methylation varying between copies of the DNA within the same cell, or due to mixtures of cells from different tissues being measured.

Whether the DNA is methylated at certain positions affects the DNA activity and structure [17], [33]. Some anomalous changes in methylation patterns are correlated with cancer [13], leading to activation of genes such as oncogenes, or the silencing of tumor suppressor genes. Meanwhile, environmental factors, such as pollution, smoking and stress, can cause the changes of methylation values [7], [40], [42], [41]. Therefore, an increasing number of studies concentrate on methylation, which require large amounts of DNA methylation data, and thus data sharing.

In this paper, we propose the first Beacon system for sharing DNA methylation data, namely the MBeacon system. Since an individual’s methylation data may carry information about her current disease status and environmental factors influencing her health, methylation data is considered highly privacy-sensitive. Also, a recent study has shown that methylation data can be re-identified by inferring the corresponding genomes [3] given an individual’s methylation profile. Therefore, our MBeacon system is built following a privacy-by-design approach.

### III. MBeacon Design

The MBeacon system is a search engine that indexes over multiple MBeacons. Each MBeacon is established by an institution with its own database, and this institution is referred to as a partner of the MBeacon system. We denote an institution by \( I \) and its MBeacon by \( B_I \). Without ambiguity, we also use \( I \) to represent the institution’s database itself, which consists of multiple patients’ methylation profiles. Moreover, we denote a patient by \( v \), and her methylation profile, i.e., the sequenced methylation values, by a vector \( m(v) \in \mathbb{R}^M \). The vector length \( M \) is equal to the total number of methylation positions considered, e.g., \( M = 450,000 \).

Similar to the genomic Beacon, our MBeacon supports one type of query, that is “Are there any patients with this methylation value at a specific methylation position?”. Formally, we define a query \( q \) as a tuple \((pos, val)\) where \( pos \) represents the queried position and \( val \) represents the queried value. A Beacon \( B_I \) is essentially a function,

\[
B_I : q \rightarrow \{0, 1\},
\]

where 0 represents “No” and 1 represents “Yes”. It is worth noting that this general query format also allows researchers to infer answers to more complex queries, such as “Are there any patients with methylation value above some threshold for a specific position?”. When a researcher issues a query to the MBeacon system, the system forwards this query to all the MBeacons, and returns the names of those MBeacons with “Yes” answers to the researcher.

For presentation purposes, we summarize the notations introduced here and in the following sections in Table I.

<table>
<thead>
<tr>
<th>Notation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>( v )</td>
<td>A victim</td>
</tr>
<tr>
<td>( m(v) )</td>
<td>Methylation profile of ( v )</td>
</tr>
<tr>
<td>( I )</td>
<td>An institution’s database</td>
</tr>
<tr>
<td>( B_I )</td>
<td>A MBeacon built on ( I )</td>
</tr>
<tr>
<td>( q )</td>
<td>A query to a MBeacon</td>
</tr>
<tr>
<td>( \mathbb{Q} )</td>
<td>A vector of queries</td>
</tr>
<tr>
<td>( K )</td>
<td>An adversary’s background knowledge</td>
</tr>
<tr>
<td>( b )</td>
<td>No. of bins for methylation values</td>
</tr>
<tr>
<td>( h )</td>
<td>Membership inference attack</td>
</tr>
<tr>
<td>( \delta )</td>
<td>Measurement error</td>
</tr>
<tr>
<td>( \mathbb{S}\mathbb{V}\mathbb{F})</td>
<td>The defense mechanism for MBeacon</td>
</tr>
<tr>
<td>( \alpha_i )</td>
<td>No. of patients for ( q_i ) in MBeacon</td>
</tr>
<tr>
<td>( \beta_i )</td>
<td>Estimated No. of patients for ( q_i )</td>
</tr>
<tr>
<td>( P )</td>
<td>Methylation of interest for researcher</td>
</tr>
<tr>
<td>( D )</td>
<td>Methylation of no-interest for researcher</td>
</tr>
<tr>
<td>( B_P,D )</td>
<td>MBeacon built with ( P ) and ( D )</td>
</tr>
<tr>
<td>( T )</td>
<td>MBeacon responds “Yes” if there are ( p ) ( \geq T ) patients with the requested value</td>
</tr>
</tbody>
</table>

### IV. Membership Inference Attack

To demonstrate the privacy risks of unprotected methylation Beacons, we propose a membership inference attack against them. In this section, we first present the considered adversarial model, then the methodology of our attack.

#### A. Threat Model

In general, the goal of membership inference attacks is to predict whether the victim is a member of the database given certain knowledge about the victim. For instance, an attacker with access to the sequenced methylation values of her victim aims to infer whether the victim is in the database containing methylation data collected from some HIV carriers. By knowing who is member of the study, the attacker is able to infer the HIV status of her victim, even though (to the best of our knowledge) the HIV status is not directly detectable from the methylation values. This example demonstrates the severe consequence of membership inference. Moreover, all the existing attacks against genomic Beacons are membership inference attacks [36], [29], [1], [45].

We assume that the adversary has access to the victim’s methylation data \( m(v) \) and additional background knowledge \( K \) that we instantiate later. The adversary’s goal is to perform an attack \( A \), to decide whether \( v \) is in the database of institution \( I \) by querying the MBeacon \( B_I \). Formally, the membership inference attack is defined as follows:

\[
A : (m(v), B_I, K) \rightarrow \{0, 1\},
\]

where 1 means that the victim is in the MBeacon database and 0 that she is not. If \( v \) ‘s methylation values are indeed part of the MBeacon’s database \( (m(v) \in I) \) and the attack output is 1, then the attack achieves a true positive for \( v \). If the output is 0, then it is a false negative. However, if \( v \) ‘s methylation values are not part of \( B_I \) (i.e., \( m(v) \notin I \)) and the attack output is 0, this is a true negative, otherwise, if the output is 1, it is a false positive.
B. Attacking Methylation Beacons

We rely on the likelihood-ratio (LR) test to realize our membership inference attack for two main reasons. First, by the Neyman-Pearson Lemma [20], [37], the LR test achieves the highest power (true-positive rate) for a given false-positive rate in binary hypothesis testing if the theoretical preconditions are met. Second, the LR test has been successfully used by Shringarpure and Bustamante [36] and Raisaro et al. [29] for attacking genomic Beacons.

In general, the LR test formulates a null hypothesis \(H_0\) and an alternative hypothesis \(H_1\), and compares the quotient of the two hypotheses’ likelihoods to a threshold. Our null hypothesis \(H_0\) is defined as the queried victim \(v\) not being in the MBeacon \((m(v) \notin I)\), and the alternative hypothesis \(H_1\) as the queried victim being in the MBeacon \((m(v) \in I)\).

The adversary submits a series \(\hat{Q} = \langle q_1, \ldots, q_n \rangle (n \leq M)\) of queries to \(B^h\) with her victim’s methylation values, i.e., \(m(v)\), and get a list of responses, denoted by \(B^h(\hat{Q}) = \langle B^h(q_1), \ldots, B^h(q_n) \rangle\). Assuming that the different responses are independent,\(^4\) the log-likelihood of the responses is given by:

\[
L(B^h(\hat{Q})) = \sum_{i=1}^{n} B^h(q_i) \log(Pr(B^h(q_i) = 1)) + (1 - B^h(q_i)) \log(Pr(B^h(q_i) = 0)).
\]

To implement the two hypotheses \(H_0\) and \(H_1\), we need to model \(Pr(B^h(q) = 1)\) and \(Pr(B^h(q) = 0)\). The approach in [36] cannot be directly applied as it is designed for genomic data, which is discrete. In contrast to that, methylation data is represented as a continuous value between 0 and 1. We propose to bin the methylation values into \(b\) equal-width bins that represent the range of values the querier might be interested in.\(^5\) Here, \(b\) is a parameter of the MBeacon system, and we empirically study the influence of different values for \(b\) on the attack performance in Section V.

Thus, we represent a methylation Beacon as \(B^h_b\). The probability \(Pr(B^h_b(q) = 0)\) to get a “No” answer, respectively \(Pr(B^h_b(q) = 1)\) to get a “Yes” answer can be described in our case as:

\[
Pr(B^h_b(q) = 0) = 1 - \tau^h(q)^N \\
Pr(B^h_b(q) = 1) = 1 - (1 - \tau^h(q))^N
\]

Here, \(N\) is the number of patients in the Beacon. Following previous works on genomic Beacons [36], [29], we assume \(N\) to be publicly known and therefore being part of the attacker’s background knowledge \(K\). Meanwhile, \(\tau^h\) is the probability of a patient having a methylation value in the interval determined by the respective bin. We can assume that the adversary has the exact probability as part of her background knowledge \(K\). However, if the exact probability is not available and the adversary only knows the mean and standard deviation of people’s methylation values at a certain position, she can approximate the probability with normal (Gaussian) distribution using \(\mu_{pos}\) as the mean and \(\sigma_{pos}\) as the standard deviation of the queried position.\(^6\) Concretely, \(\tau^h(q)\) is estimated as:

\[
\tilde{\tau}^h(q) = \tilde{\tau}^h((pos, val)) = cdf(\mu_{pos}, \sigma_{pos}, b_r) - cdf(\mu_{pos}, \sigma_{pos}, b_l)
\]

where \(cdf\) is the cumulative distribution function of the normal distribution, and \(b_r\) \((b_l)\) denotes the value of the corresponding bin’s right (left) edge. Notice that, like in the genomic setting, the general probability of having a specific allele is required as well, and it is realized by assuming the population’s allele frequencies are part of the attacker’s background knowledge \(K\).

By inserting the probabilities from Equations 4 and 5 into Equation 3, we get:

\[
L_{H_0}(B^h_b(\hat{Q})) = \sum_{i=1}^{n} B^h_b(q_i) \log(1 - (1 - \tau^h_b(q_i))^N) + (1 - B^h_b(q_i)) \log((1 - \tau^h_b(q_i))^N)
\]

\[
L_{H_1}(B^h_b(\hat{Q})) = \sum_{i=1}^{n} B^h_b(q_i) \log(1 - (1 - \tau^h_b(q_i))^{N-1}) + (1 - B^h_b(q_i)) \log((1 - \tau^h_b(q_i))^{N-1}).
\]

Notice that for the \(H_0\) hypothesis, we consider all \(N\) patients in the database. However, for the \(H_1\) hypothesis where we assume the target being part of the database, we consider only \(N-1\) other patients that contribute to the answer in addition to the target. It might occur that two measurements of methylation data from the same patient and tissue type differ, either due to measurement errors or changes over time. Thus, the target may be part of the Beacon, but the attacker’s data differs from the data entry in the Beacon. Similar to previous works, we denote this probability, i.e., measurement error, by \(\delta\) and empirically evaluate its influence on our attack. We assume \(\delta\) to be part of the attacker’s background knowledge.

In the end, the log of the likelihood-ratio is given by:

\[
\Lambda = L_{H_0}(B^h_b(\hat{Q})) - L_{H_1}(B^h_b(\hat{Q})) = \sum_{i=1}^{n} (1 - B^h_b(q_i)) \log\left(\frac{1 - (1 - \tau^h_b(q_i))^N}{\delta(1 - \tau^h_b(q_i))^{N-1}}\right) + \sum_{i=1}^{n} B^h_b(q_i) \log\left(\frac{1 - (1 - \tau^h_b(q_i))^{N-1}}{1 - \delta(1 - \tau^h_b(q_i))^{N-1}}\right).
\]

If \(\Lambda\) is lower than some threshold \(t\), we reject the null hypothesis and predict that the victim is in the MBeacon database. Otherwise, we conclude that the victim is not.

Finally, the choice of the set of queries \(\langle q_1, \ldots, q_n \rangle\) influences the attack performance as well. We follow the same
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\(^4\)We assume the adversary does not submit a single query for multiple times, and we assume correlations between different methylation positions are not exploited, because they are not (yet) well studied. Note that the same independence assumption has been used in previous works on genomic Beacons [36], [29].

\(^5\)There are two reasons why we only study equal-width bins: First, without further knowledge about the data distribution underlying the Beacon, it is hard to define a suitable bin width. Second, all Beacons should share the same interface to combine the answers in a well-defined way. This would not be possible if the bins vary across different Beacons based on the dataset they are composed of.

\(^6\)We experimentally found that the normal distribution fits methylation data best, using the Kolmogorov-Smirnov test and a p-value of 0.1. Other ways to approximate the probability are left for future work.
approach as Raisaro et al. [29] to rank all possible queries with their expected information gain: For each methylation position \( pos \), the attacker computes the difference between the victim’s methylation value \( m(v)_{pos} \) and the general population’s value \( \tau^b(pos, m(v)_{pos}) \). The larger this difference, the higher the probability of getting a “Yes” answer if the target is part of the Beacon, and simultaneously, the higher the probability of getting a “No” answer if the target is not part of the Beacon. Therefore, we assume the attacker decides on the set of queries \( \langle q_1, \ldots, q_n \rangle \) using this difference and querying the \( n \) most informative queries.

V. Attack Evaluation

In this section, we evaluate the performance of our membership inference attack against simulated methylation Beacons to demonstrate the privacy threat.

A. Datasets

For our experiments, we rely on eight diverse datasets containing methylation profiles of patients carrying specific diseases. In total, we use methylation profiles of 563 individuals. The datasets are available online in the Gene Expression Omnibus database (GEO),\(^7\) and we summarize them in Table II. We use six brain tumor datasets, where the methylation data was sequenced from the respective brain tumor. Moreover, we also make use of an additional dataset with two types of inflammatory bowel disease, where the methylation data was sequenced from blood samples, reported in the last two lines of Table II. All of these data were generated with the Illumina 450k array, effectively determining the DNA methylation at 450,000 fixed positions.

Preprocessing. Most of the datasets have missing methylation sites for specific patients or even for all the patients sharing the same disease. We remove all methylation positions with missing data, which leaves us with 299,998 different methylation sites for the combination of all our eight datasets.

Human Subjects and Ethical Considerations. All datasets are publicly available in their anonymized form. Moreover, they have been stored and analyzed in anonymized form without having access to non-anonymized data. The membership inference we carry out does not reveal any more information than previously known by us.

B. Evaluation Results

We use our three largest\(^8\) datasets, i.e., GBM, and both IBD datasets (referred to as IBD CD and IBD UC), to simulate three methylation Beacons, respectively. For each methylation Beacon, we randomly sample 60 patients to construct its Beacon database. We follow the approach of previous works on Beacons testing with uniform sets of patients [36], [29], [1], [45]. This ensures the attacker can only exploit individual variances and not disease-induced systematic differences, i.e., variances that are unavoidably in the data. Later in Section VIII, we explore another attack scenario on heterogeneous methylation sets.

We assume the adversary has access either to a randomly chosen sample from the methylation Beacon (“in” patient), or from the patients with the same disease who are not included in the methylation Beacon (“out” patient). For the “out” patients, we use the remainder of the patients that we do not sample into the methylation Beacon. For the “in” patients, we sample the same number of patients from the methylation Beacon to not introduce a bias between “in” and “out” test patients. To reduce the size bias between GBM and the two IBD sets, we sample at most 25 test patients. We repeat the random split of patients into methylation Beacon and testing set 10 times, which corresponds to a simulation of 500 attackers for GBM, 340 for IBD CD and 300 for IBD UC.

The attackers carry out the LR test as described previously in Section IV. We simulate attackers without access to the exact probability \( \tau^b(q) \), because it is an unrealistic assumption that these are available. In fact, if such knowledge would be available, a lot of privacy would already be lost. Instead, we model attackers estimating the probabilities from a general background population. We combine the main datasets GBM, IBD UC, IBD CD with the other datasets (Ependymoma, mHGA, ETMR-PNET, PA and DIPG) as an estimate for the general population.\(^9\) From this combined background data, we compute the attacker’s background knowledge \( K \) as mean and standard deviation for each methylation position. Apart from being used in the LR test to estimate frequencies, the means are used to rank possible queries by their expected information gain, as discussed in Section IV.

We adopt the AUC, i.e., area under the ROC curve, as our evaluation metric since it does not involve picking a specific threshold for the LR test. The ROC curve is a 2D plot which reflects the relation between true positive rate and false positive rate over a series of thresholds for the LR test. The AUC summarizes the ROC curve as a single value. A ROC curve closer to top-left border of the plot, thus a larger AUC value, indicates a better prediction performance. Moreover,

\(^7\)https://www.ncbi.nlm.nih.gov/geo/

\(^8\)We exclude the mHGA dataset, since it is not uniform but a combination of 4 subtypes.

\(^9\)Since general population statistics do not exist yet for methylation values, we had to estimate them. If the estimate was not accurate and a realistic attacker could get better estimates, the attack performance could increase.

---

TABLE II. DATASETS USED FOR OUR EXPERIMENTS.

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
<th>number of patients</th>
<th>GSE identifier</th>
<th>by</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ependymoma</td>
<td>Ependymoma</td>
<td>48</td>
<td>GSE45353</td>
<td>[30]</td>
</tr>
<tr>
<td>GBM</td>
<td>glioblastoma</td>
<td>136</td>
<td>GSE36278</td>
<td>[38]</td>
</tr>
<tr>
<td>PA</td>
<td>pilocytic astrocytoma</td>
<td>61</td>
<td>GSE46084</td>
<td>[19]</td>
</tr>
<tr>
<td>ETMR-PNET</td>
<td>embryonal brain tumor and primitive neuroectodermal tumor</td>
<td>38</td>
<td>GSE52556</td>
<td>[18]</td>
</tr>
<tr>
<td>mHGA</td>
<td>4 different subtypes of pediatric glioblastomas</td>
<td>96</td>
<td>GSE55712</td>
<td>[14]</td>
</tr>
<tr>
<td>DIPG</td>
<td>diffuse intrinsic pontine glioma</td>
<td>28</td>
<td>GSE50022</td>
<td>[9]</td>
</tr>
<tr>
<td>IBD CD</td>
<td>Crohn’s disease</td>
<td>77</td>
<td>GSE87640</td>
<td>[43]</td>
</tr>
<tr>
<td>IBD UC</td>
<td>ulcerative colitis</td>
<td>79</td>
<td>GSE87640</td>
<td>[43]</td>
</tr>
</tbody>
</table>

---
there exists a conventional standard\[http://gim.unmc.edu/dxtests/roc3.htm\] to interpret AUC values: AUC = 0.5 is equivalent to random guessing, whereas an AUC greater than 0.9 shows the prediction is excellent. It is worth noting that AUC has been adopted by many recent works for assessing privacy attacks [5], [25], [15], [23], [6], [26], [28].

To get an overview of the attack and the influence of various parameters, we vary the number of bins \( b \) from 3 to 20, and let the attacker submit 10, 100, and 100,000 unique queries to the respective methylation Beacon. We vary \( \delta \) between 0.1 and \( 10^{-6} \).

Figure 1 shows the attacker’s performance as a function of \( b \). Different numbers of queries submitted are displayed in different colors, and line styles indicate two choices for \( \delta \). As expected, the number of bins influences the attacker’s performance. The more bins, the fewer patients’ values are expected in each of them, which makes the membership inference easier.

The attacker’s performance is high as soon as the number of bins is reasonably large (larger than 3), no matter whether 100,000 or just 10 queries are submitted. This demonstrates the privacy risk of unprotected methylation Beacons. Nevertheless, the GBM curve for only 10 queries demonstrates that asking too few queries may just not be enough for a successful attack. The choice of \( \delta \) has only little influence on the attack performance in case more than 100 queries are submitted.

We observe a different attack performance depending on the dataset, which is expected because we are testing different populations, diseases and tissues here. We note that both IBD datasets provide similar high AUCs, which can be explained by the fact that they are taken from the same tissue, namely blood cells.

As the increase in the attacker’s performance is only slight for more than 10 bins, we fix the number of bins to 10 in the remainder of the experiments to reduce the number of parameters and simplify the presentation. Additionally, we fix \( \delta \) to \( 10^{-6} \) to model the worst-case for privacy, even though the privacy risk differs not much for other choices of \( \delta \).

VI. DEFENSE

The results in Section V demonstrate the privacy risks stemming from unprotected methylation Beacons. To mitigate this threat, we present our defense mechanism, the double sparse vector technique (SVT\[2\]). We first explain the intuition behind it and then the defense mechanism in detail. In the end, we prove that our defense mechanism is differentially private.

A. Intuition

Recall that we assume the background knowledge \( K \) contains the means and standard deviations of the general population at the methylation positions of interest. That means, if one judges by the background knowledge that there should (or should not) be an individual with some value in a MBeacon and the MBeacon output confirms this, then not much privacy is lost. Yet, if MBeacon’s answer deviates from the background knowledge, one learns an additional piece of information about the real distribution in the MBeacon for the queried position. In consequence, the privacy of patients in the MBeacon is at risk. More formally, we consider a MBeacon response as highly privacy-sensitive if it deviates from the answer we expect from the general population.

A MBeacon is usually built with data collected from people with certain disease. According to biomedical research [39], [41], [43], for data of this kind, only a few methylation regions differ from the general population. This indicates that just a few query responses are expected to be privacy-sensitive. Therefore, we aim for a solution that calibrates the noise specifically to those few responses in order to reduce the overall noise level of MBeacon, thus maintaining utility.

B. Background on SVT

One possible solution in such a scenario is the sparse vector technique (SVT), a differential privacy mechanism which is designed to scale noise to a subset of sensitive responses.
In SVT, whether a response is sensitive or not is determined by a threshold \( T \) defined by the data owner: A response \( \alpha \geq T \) is considered as privacy-sensitive, and one assumes most responses will yield \( \alpha < T \). SVT guarantees differential privacy while scaling noise only to the privacy-sensitive answers. To this end, SVT has an additional privacy parameter \( \alpha < T \). For a detailed description of SVT, we refer the reader to [11].

C. SVT²

However, we cannot directly apply SVT to protect our methylation Beacon, as our privacy-sensitive responses depend on whether we expect a “No” or a “Yes” answer, thus cannot be judged by a simple, fixed threshold. Concretely, suppose that we expect \( \beta \) patients in the queried bin, then the true number of patients in the bin, i.e., \( \alpha \), is privacy-sensitive if \( \beta \) and \( \alpha \) lie on opposite sides of a predefined threshold \( T \) and the Beacon gives another answer than the one we expected. This means we need two comparisons to determine whether the answer is privacy-sensitive. Therefore, we propose double sparse vector technique (SVT²) to protect MBBeacon. Since SVT is not applicable, we cannot compare our new technique SVT² to SVT.

Formally, the \( i \)th query is not privacy-sensitive if the following expectation is met:

\[
((\alpha_i + y_i < T + z_i) \land (\beta_i < T + z_1)) \\
\lor ((\alpha_i + y_i' \geq T + z_2) \land (\beta_i \geq T + z_2))
\]

where \( \alpha_i \) is the number of patients in the MBeacon that corresponds to the query \( q_i \), \( \beta_i \) is the estimated number of patients given by the general population,\(^ {11} \) and \( T \) is the threshold determining whether the \( \alpha_i \) and \( \beta_i \) agree with each other. This (dis-)agreement is used to check whether the current query is privacy-sensitive or not: Only Condition 10 being false implies the query is privacy-sensitive. Moreover, \( z_1, z_2 \) and \( y_i, y_i' \) are noise variables sampled independently from the Laplace distribution. The sampling procedure is explained in detail later in this section.

Similar to the sparse vector technique, SVT² bounds the total number of highly privacy-sensitive queries by maintaining a counter. Each privacy-sensitive query increases the counter. If a predefined maximal budget \( c \) is exceeded, the algorithm stops answering. In practice, that would mean that the corresponding MBBeacon goes offline. We study when this is the case and whether this negatively influences the MBBeacon utility in Section VIII.

We disassemble our method SVT² into Algorithms 1 and 2, also referred to as \( A \) and \( B \), for technical reasons of the differential privacy proof. Algorithm 1 answers whether the Beacon returns the requested answer in a differentially private way, Algorithm 2 then transforms this into the desired MBBeacon answer format. Moreover, we formulate the expected answer as a query to a database to allow practitioners to instantiate it with the most suitable estimation for their purpose. In our evaluation, we use the normal distribution fitted to population-wide means and standard deviations, since the LR test also relies on their knowledge.

Algorithm 1: \( A \) outputs whether the database and prior agree on the number of patients in the queried position being above the threshold in a differentially private manner.

**Input:** base threshold \( T \), privacy parameters \( \epsilon_1, \epsilon_2 \) and \( c \), query sensitivity \( \Delta \), query vector \( \vec{Q} \), database \( \overline{I} \) and prior frequency \( P \)

**Result:** sanitized responses \( R \) such that \( r_i \in \{⊥, \top\} \) for each \( i \)

\[
1. \quad z_1 = \text{LAP}(\frac{T}{\epsilon_1}); \quad z_2 = \text{LAP}(\frac{T}{\epsilon_2}) \; ;
2. \quad \text{count} = 0;
3. \quad \text{for each query } q_i \text{ in } \vec{Q} \text{ do}
4. \quad \quad \quad y_i = \text{LAP}(\frac{2\Delta}{\epsilon_2}); \quad y_i' = \text{LAP}(\frac{2\Delta}{\epsilon_2})
5. \quad \quad \quad \text{get } \alpha_i \text{ from } \overline{I} \text{ and } \beta_i \text{ from } P;
6. \quad \quad \quad \text{if } (\alpha_i + y_i < T + z_1 \land \beta_i + y_i < T + z_1) \lor (\alpha_i + y_i' \geq T + z_2 \land \beta_i + y_i' \geq T + z_2) \text{ then}
7. \quad \quad \quad \quad r_i = ⊥;
8. \quad \quad \quad \text{else}
9. \quad \quad \quad \quad r_i = \top;
10. \quad \quad \quad \text{count} = \text{count} + 1;
11. \quad \quad \quad z_1 = \text{LAP}(\frac{T}{\epsilon_1}); \quad z_2 = \text{LAP}(\frac{T}{\epsilon_2});
12. \quad \quad \text{end}
13. \quad \text{if } \text{count} \geq c \text{ then}
14. \quad \quad \text{Halt}
15. \quad \text{end}
16. \text{end}

Algorithm 2: \( B \) transforms the output of Algorithm 1 to the MBBeacon output format.

**Input:** base threshold \( T \), privacy parameters \( \epsilon_1, \epsilon_2 \) and \( c \), query sensitivity \( \Delta \), query vector \( \vec{Q} \), database \( \overline{I} \) and prior frequency \( P \)

**Result:** sanitized MBBeacon responses \( B_i(\vec{Q}) \)

\[
\begin{align*}
\vec{R} &= A(T, \epsilon_1, \epsilon_2, c, \Delta, \overline{I}, P) ;
\forall \text{ each query } q_i \text{ in } \vec{Q} \text{ do}
\quad \text{get } r_i \text{ from } \vec{R} ;
\quad \text{get } \beta_i \text{ from } P ;
\quad \text{if } r_i = ⊥ \text{ then}
\quad \quad B_i(q_i) = \beta_i \geq T ;
\quad \text{else}
\quad \quad B_i(q_i) = -(\beta_i \geq T ) ;
\quad \text{end}
\end{align*}
\]

\(^ {11} \)We assume the number of patients in the MBBeacon database to be publicly known, so we can set \( \beta_i = \tau^*(r_i) \).

---

\[ \text{Result: sanitized MBBeacon responses } B_i(\vec{Q}) \]
11) in addition to returning the answer. If the current privacy budget \( \text{count} \) exceeds the maximal budget \( c \), the algorithm has to stop answering (lines 13 and 14).

Algorithm 2 takes the output of Algorithm 1 and provides the differentially-private MBeacon answer by flipping the expected answer if necessary (line 7).

Notice that genomic Beacons usually set \( T = 1 \), but we generalize that setting by allowing other threshold values in a \( k \)-anonymity like fashion. For low values of \( T \), the regions where the MBeacon answer differs from the expected answer grow, while for higher values they shrink. Furthermore, a user might not ask all queries at once, but in an adaptive manner. This is taken into consideration by SVT and consequently by SVT\(^2 \), another important aspect in the on-line setting of MBeacon.

**Repeated Queries.** All differential privacy mechanisms, including our proposed mechanism, assume all queries are unique. Otherwise, the noise might eventually cancel out. A single person has no (legitimate) interest in asking the same query multiple times, but in an online Beacon setting, multiple users might ask the same question. However, the assumption is not a limitation: we maintain a database of responses and, if a question has been asked before, we answer the same way we did before. Initially, such a database can be empty and it gets filled with responses over time. Its size is in \( O(\text{number of methylation regions} \times \text{number of bins}) \), but the total MBeacon database is \( O(\text{number of methylation regions} \times \text{number of patients}) \) and we expect much more patients than bins, so the space overhead is acceptable.

**D. Differential Privacy Proof**

We first prove that Algorithm 1, i.e., \( A \), is differentially private. Then, we show that the transformation of its output to our desired MBeacon output using Algorithm 2, i.e., \( B \), is also differentially private. The combination of these arguments proves that SVT\(^2 \) is differentially private.

**Theorem 1.** Algorithm 1 is \( 2(\epsilon_1 + \epsilon_2) \)-differentially private.

We present a proof sketch of Theorem 1 in the following, the full proof is presented in the appendix.

**Proof sketch.** Consider any output of \( A \) as a vector \( \overline{R} \in \{\top, \bot\}^I \), we refer to its elements as \( \overline{R} = \langle r_1, \ldots, r_I \rangle \). We define two sets \( I_\top = \{ i : r_i = \top \} \) and \( I_\bot = \{ i : r_i = \bot \} \) of indices for the different answers. For the analysis, let the noise values \( y_i, y_i' \) for all \( i \in I_\top \cup I_\bot \) be arbitrary but fixed \(^{11} \). We concentrate on the probabilities over the randomness of \( z_1, z_2 \), i.e., the noise added to the threshold \( T \). Moreover, let the two databases \( \mathbb{I} \) and \( \mathbb{I}' \) be arbitrary but fixed, such that \( \mathbb{I} \) and \( \mathbb{I}' \) are neighboring databases.

We begin by disassembling the probability of Algorithm 1 getting a specific answer \( \overline{R} \) from \( I \) as follows.\(^{12} \)

\[
\Pr[A(I) = \overline{R}] = \int_{-\infty}^\infty \int_{-\infty}^\infty \Pr[\rho_1 = z_1 \land \rho_2 = z_2 | f_1(z_1, z_2)g_1(z_1, z_2)dz_1dz_2] \tag{11}
\]

where

\[
f_1(z_1, z_2) = \Pr[\land_{i \in I_\bot} r_i = \bot | \rho_1 = z_1 \land \rho_2 = z_2] \tag{12}
\]

\[
g_1(z_1, z_2) = \Pr[\land_{i \in I_\top} r_i = \top | \rho_1 = z_1 \land \rho_2 = z_2] \tag{13}
\]

To prove the theorem, it is sufficient to show that, for sensitivity \( \Delta \), the following inequalities hold:

\[
f_1(z_1, z_2) \leq f_2(z_1 + \Delta, z_2 - \Delta) \tag{14}
\]

\[
g_1(z_1, z_2) \leq e^{2\epsilon_2} g_2(z_1 + \Delta, z_2 - \Delta) \tag{15}
\]

\[
\Pr[\rho_1 = z_1 \land \rho_2 = z_2] \leq e^{2\epsilon_1} \Pr[\rho_1 = z_1 + \Delta \land \rho_2 = z_2 - \Delta] \tag{16}
\]

which gives us the required connection between the two neighboring databases \( \mathbb{I} \) and \( \mathbb{I}' \).

To prove Inequality 14, we utilize only the sensitivity \( \Delta \), i.e., \( |\alpha_i - \alpha'_i| \leq \Delta \) and \( |\beta_i - \beta'_i| \leq \Delta \). For Inequality 15, as \( g \) argues about the negation of the query formulation, if we simply follow the proof for Inequality 14, we would get \( g_2(z_1 - \Delta, z_2 + \Delta) \). Therefore, we rely on the fact that noise values \( y_i \) are Laplace distributed (formally, \( \text{Lap}(\frac{2\epsilon_2}{\epsilon_1}) \)) and use Inequalities 17 and 18 to prove it.

\[
\Pr[\rho = y_i] \leq e^{\frac{\epsilon_2}{2}} \Pr[\rho = v_i + 2\Delta] \tag{17}
\]

\[
\Pr[\rho = y_i] \leq e^{\frac{\epsilon_2}{2}} \Pr[\rho = v_i - 2\Delta] \tag{18}
\]

To prove Inequality 16, we use the fact that \( z_1 \) and \( z_2 \) are sampled from \( \text{Lap}(\frac{\Delta}{\epsilon_1}) \).

In the end, by combining Inequalities 14, 15 and 16, we prove Theorem 1 as follows:

\[
\Pr[A(\mathbb{I}) = \overline{R}] = \int_{-\infty}^\infty \int_{-\infty}^\infty \Pr[\rho_1 = z_1 \land \rho_2 = z_2 | f_1(z_1, z_2)g_1(z_1, z_2)dz_1dz_2] \nonumber
\]

\[
\leq \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} e^{2\epsilon_1} \Pr[\rho_1 = z_1 + \Delta \land \rho_2 = z_2 - \Delta] \nonumber
\]

\[
=e^{2\epsilon_1} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \Pr[\rho_1 = z_1' \land \rho_2 = z_2'] \nonumber
\]

\[
\leq e^{2(\epsilon_1 + \epsilon_2)} \Pr[A(\mathbb{I}') = \overline{R}] \tag*{■}
\]

The purpose of Algorithm 1 is to answer whether the database is approximated well by the background knowledge in a differentially private way. To output a Beacon answer of the format “Yes, such data is available” resp. “No, such data is not available”, we need to remove the background knowledge from Algorithm 1’s answer. This is performed by Algorithm 2, which preserves the differential privacy of the answer. Intuitively, the transformation maintains differential privacy due to the composition and post-processing theorems. However, these theorems are not directly applicable due to our database format. Therefore, we prove the following theorem.

**Theorem 2.** Algorithm 2 is \( 2(\epsilon_1 + \epsilon_2) \)-differentially private.
Proof. Once the prior frequency $P$ is fixed, the output of Algorithm 2 only depends on the output of Algorithm 1, namely, whether the prior is correct or has to be flipped. Formally, we describe this as follows.

First, fixing any output $\hat{R} \in \{\text{"Yes"}, \text{"No"}\}$ of Algorithm 2 on $Q = \langle q_1, \ldots, q_l \rangle$, we have:

$$\frac{\Pr[B(T, \epsilon_1, \epsilon_2, c, Q, \hat{R}, P) = \hat{R}]}{\Pr[B(T, \epsilon_1, \epsilon_2, c, Q, R', P) = \hat{R}]} = *$$

As Algorithm 2 is deterministic, we have:

$$* = \frac{\Pr[A(T, \epsilon_1, \epsilon_2, c, Q, I, P) = \hat{R}]}{\Pr[A(T, \epsilon_1, \epsilon_2, c, Q, I', P) = \hat{R}]} = *$$

Algorithm 1 is $2(\epsilon_1 + \epsilon_2)$-differentially private, thus:

$$* \leq e^{2(\epsilon_1 + \epsilon_2)}$$

Notice that, for technical reasons, we disassemble our proposed method into two stages. However, one can of course perform both stages at once and directly output the MBeacon response. Since we assume the prior frequency is publicly known, we do not have to add noise to its result, which yields Condition 10 above.

Setting the Parameters. We have shown that $A$ is $2(\epsilon_1 + \epsilon_2)$-differentially private to make the connection between privacy-sensitive and less privacy-sensitive queries as well as to the sparse vector technique visible. However, for tuning parameters, it is desirable to have only a single privacy parameter $\epsilon$ in addition to the budget $c$. Lyu et al. [21] showed that the ratio $\epsilon_1 : \epsilon_2 = 1 : (2c)^{\frac{1}{3}}$ maximizes utility, while preserving $\epsilon = \epsilon_1 + \epsilon_2$. We adopt Lyu's ratio between $\epsilon_1$ and $\epsilon_2$. The sensitivity $\Delta$ is 1 in our case, since removing a participant's entry from the database or changing it can affect the bin count by at most one. For a given privacy parameter and using $\Delta = 1$, we set:

$$\epsilon_1 = \frac{\epsilon}{(2c)^{\frac{1}{3}} + 1} \quad \epsilon_2 = (2c)^{\frac{1}{2}} \epsilon_1$$

Application to other Domains. We emphasize that SVT is a general differential privacy mechanism, and can be applied in other cases beyond MBeacon: SVT is useful for comparing a database to a general belief in a differentially-private way. Moreover, comparing two databases is possible using Algorithm 1 since it applies noise to both databases $\alpha$ and $\beta$. In the future, we plan to apply SVT to other data domains, such as location data [27], [46], social network data [23], [47], and other types of biomedical data [4].

VII. RESEARCHER UTILITY

The goal of the MBeacon system is to facilitate biomedical data sharing among the research community. Therefore, we quantify the utility of MBeacon as the ability of a legitimate researcher to find methylation data of interest.

Concretely, a researcher is interested in methylation profiles of people with a certain phenotype or disease. We use the set $P$ to represent all these methylation profiles. Moreover, the researcher already has multiple profiles in $P$ on her site, denoted by $P'$ with $P' \subset P$. Then, her goal is to find those MBeacons with methylation profiles from $P \setminus P'$. A central assumption here is that methylation profiles in $P$ are similar to each other.

As the MBeacon system only supports queries on single methylation positions, the researcher also relies on the LR test to find MBeacons that contain patients in $P$. Moreover, there often exist measurement errors when collecting methylation values. To increase the reliability of her LR test, the researcher further averages all the methylation profiles in $P'$.

Ideally, the researcher queries a MBeacon $B_P$ only containing patients of interest. To simulate a more realistic case, we assume the existence of another population $D$ the researcher is not interested in. Notice that $D$ might also be a mixture of populations. The researcher tries to distinguish a MBeacon $B_D$ containing no patients of interest from a MBeacon $B_{P,D}$ containing some patients of interest. In the worst case, there are only a few patients from $P$ in $B_{P,D}$. In that case, the contribution of patients from $P$ is small and may be hidden due to the SVT protection.

To get the lower bound of the MBeacon utility, we concentrate on this worst case scenario. Figure 2a depicts a graphical summary of the researcher setup. The researcher achieves a true positive if the MBeacon she selects contains some profiles in $P$. A false positive indicates that the MBeacon she finds does not have the data of her interest. True negative and false negative are defined accordingly. Given these numbers, in particular the true-positive and false-positive rates, we can derive the AUC as our core utility metric.

Attack Scenarios. In order to find a good trade-off between utility and privacy, we have to evaluate the attacker’s success under the same scenario as the researcher. The attacker’s goal is to detect with high probability whether a target is part of the MBeacon database or not. Of course, the attacker does not know whether she is querying a MBeacon of the form $B_D$ or $B_{P,D}$, similar to the researcher not knowing the distinction a priori. Moreover, the attacker’s target might be a patient in $D$ or in $P$. We refer to such an attacker as “full” attacker; a graphical overview is displayed in Figure 2b.

The evaluation of the “full” attacker is comparable to the researcher evaluation, but not to existing works [36], [29], [1], [45], where the MBeacon and the victim are from one uniform dataset. Therefore, we additionally model an attacker querying only $B_D$ and trying to infer whether a victim in $D$ is part of the MBeacon. We refer to this second attacker as the “standard” attacker, since it is the same as the one considered in Section V.

VIII. DEFENSE EVALUATION

We evaluate our defense mechanism SVT in this section with respect to the attack performance and utility as defined in Section VII.

A. Experimental Setup

For the set of researcher’s interest, $P$, we use Ependymoma, which contains data from 48 patients. For the set $D$ the researcher is not interested in, we use either GBM, IBD
CD or IBD UC as before, forming three different types of MBeacons.

Each of these MBeacons consists of a certain number of patients in $P$, we test 7 different choices for this number including 1, 3, 5, 10, 13, 15 and 20. The remaining patients are randomly sampled from the respective $D$ such that a total size of 60 is reached. Moreover, we sample randomly 60 patients from the respective $D$ to construct $B_D$. We simulate 5 researchers querying each pair of corresponding MBeacons $B_{P,D}$ and $B_D$. The researcher possesses $P'$ containing 5 randomly sampled patients in $P$ that are not used in the MBeacon. As mentioned in Section VII, the researcher averages these patients’ profiles to reduce measurement errors. The whole sampling process is repeated 10 times to ensure the observations are not due to randomness.

For the attacker simulations, we re-use the MBeacons we constructed before for the researcher, but sample test patients differently. The “full” attacker has access to only a single patient. We randomly sample 12 patients from each of $B_{P,D}$ and $B_D$ as the ones in the MBeacon. Accordingly, we sample 24 patients from $P \cup D$ as the patients that are outside the MBeacon. Since we assume throughout the experiments that patients in $P$ are the minority, we use only up to a third of patients in $P$ and the remainder in $D$. As before, we repeat random sampling 10 times. The “best” attacker does not have access to $B_{P,D}$ and, consequently, does not get test patients in $P$. Instead, we sample 24 test patients from $B_D$ and 24 test patients from $D \setminus B_D$ for each of the $B_D$ MBeacons.

We assume both researchers and attackers have access to the mean and standard deviation of the general population, that we estimate by a union of all our available datasets as before. These means and standard deviations are used to carry out LR tests and rank queries, up to 250,000 queries are allowed per researcher resp. attacker. Moreover, both researchers and attackers sort their queries based on expected information gain as explained in Section IV and used in the previous experiments in Section V.

To sum up, we test three different choices for $D$, and 7 different numbers of patients from $P$ in $B_{P,D}$, simulate 5 researchers querying each of the MBeacons and re-sample the experiments 10 times, so simulate in total 2,100 researchers. Due to the attackers not averaging over multiple patients, we can simulate more membership inference attacks: 10,500 carried out by the “full” and the “standard” attacker each.

### B. Evaluation of SVT$^2$

First, we evaluate the influence of the number of patients in $P$ in the MBeacons of type $B_{P,D}$. We observe that if there are 5 or more patients of interest, the researcher’s performance is maximized. The “full” attacker, however, suffers from more patients in $P$, probably due to the higher variance in the MBeacon.

Second, we focus on SVT$^2$. Our protection mechanism has three parameters: a threshold $T$ determining how many patients have to be in the respective bin to answer “Yes”, as well as the privacy parameter $\epsilon$ and the query budget $c$, which both calibrate the noise.

**The Privacy Budget.** We aim for parameters that drop the “standard” attackers’ performance to about 0.5 AUC, equivalent to random guessing, while minimizing the noise. Moreover, exceeding the query budget is something MBeacon providers would want to avoid, because the MBeacon has to stop answering in that case. Therefore, we choose a budget that is never exceeded in our simulations. The researchers and the two different types of attackers (“standard” and “full”) are all simulated separately, so our budget has to be sufficient for 50 attackers submitting 12,500,000 (50×250,000) queries in total.
Notice that not all of those queries are expected to be unique and not all of them fall into the category of privacy-sensitive queries for which the budget must be reduced.

**Threshold $T = 1$.** We start with the default threshold $T = 1$, i.e., the MBeacon answers “Yes” if there is at least one patient’s methylation value in the queried bin. A budget of $c = 600,000$ is sufficient for our simulations. This might seem large at first glance, but notice that, having 10 bins, there are $300,000 \times 10$ different queries that can be asked, so our $c$ corresponds to about 20% of them. Due to space constraints, we report the privacy level that we found as a suitable trade-off between privacy and utility at $\frac{c}{T} = 0.05$. We report the privacy levels as in [34].

As shown in Figure 3, the privacy level is sufficient to drop the “standard” attackers’ performance to less than 0.6 AUC which shows that the privacy threat can be mitigated successfully. In the more realistic “full” attacker scenario, however, the attacker’s performance is higher, which is explained by the fact that membership attacks with patients from $P$ against the $B_D$ MBeacon are most successful. Nevertheless, we see a significant drop in performance due to the application of SVT$^2$.

The researcher’s performance is still good with 0.8 AUC or more, depending on the number of patients from $P$ in the MBeacon.

The impact of noise gets even more pronounced if we assume the researcher to submit only 1,000 queries. On the unprotected methylation Beacon, the AUC is about the same, however, the researcher cannot get good answers from an SVT$^2$-protected MBeacon. This shows the price of the SVT$^2$ protection: more queries have to be submitted.

**Threshold $T = 3$.** Next, we increase the threshold. We keep the same budget $c$ and privacy level $\epsilon$ since we just want to study the influence of the increased threshold. Figure 4 shows the result, we see an overall slight decrease in performance. This decrease is even smaller with $T = 2$, which we do not show here for space constraints. A threshold $T > 3$ would probably not be accepted by researchers given this MBeacon sizes, therefore, we did not experiment with higher thresholds.

**Setting the Parameters.** The above results demonstrate that
the threshold and other privacy parameters have to be chosen dependent on the use case to maximize utility and minimize the privacy loss. We believe that our general method of parameter tuning, namely, setting a budget \( \epsilon \) that is not exceeded, then changing values of \( \epsilon \) based on attacker’s and researcher's performance and increasing \( \epsilon \) if needed by a higher noise level (or reducing it if the consumed budget is much smaller), yields a good trade-off between utility and privacy for any dataset and MBeacon size.

IX. Prototype

We implement a fully functional prototype of our MBeacon system, which can be accessed at https://mbeacon-network.github.io/. Our prototype is built based on the same algorithms used in our experiments. All our implementation is done in Python, with packages including Pandas, Numpy, and Scipy. We rely on Flask\(^{14}\) to build the web frontend. This allows us to seamlessly integrate our implementation into the backend, forming a centralized service as part of our prototype.

The backend of our prototype is responsible to query the datasets and to return the MBeacon output after SVT\(^2\) has been applied. As an input, it takes a CpG identifier as well as the methylation value at this position to look for. Upon getting a query, our MBeacon system will return all the institutions that have the corresponding data.

In the future, we envision our prototype to be run in a decentralized manner, so that every data provider runs their own MBeacon service. In this scenario, the centralized service is only required to provide the frontend.

X. Related Work

Homer et al. [16] are among the first to perform a membership inference attack on genomic data. In their attack, summary statistics are used as the adversary’s background knowledge and the \( L_1 \) distance to measure the similarity between summary and victim. Sankararaman et al. [32] further improved Homer’s attack by incorporating the LR test in the algorithm. More recently, Backes et al. [5] have shown that membership inference attacks can be also successfully performed on epigenetic data, such as microRNA. Due to the threat demonstrated by the attacks, sharing biomedical data (or even summary statistics) has to take privacy into account which often prolongs the process for researchers to get data. In response, GA4GH established the Beacon system [10] to facilitate genomic data sharing.

Attacks on Genomic Beacons. Shringarpure and Bustamante [36] showed that even only given binary responses, it is possible to infer whether a patient is in a Beacon with the LR test. Moreover, their attack’s probability estimation is not dependent on the allele frequencies, but the more stable allele distribution. While they studied the influence of several factors (population structure, Beacon size and others) on the attack’s effectiveness, they did not propose any feasible solutions to establish a privacy-preserving genomic Beacon.

Raisaro et al. [29] extended the attack in [36] by adopting a sophisticated selection strategy. The attacker in this setting has direct access to allele frequencies and selects the most informative positions to query first. This setup serves as a blueprint for our attack against MBeacons.

The authors of [44] proposed an attack using the correlations between different single nucleotide polymorphisms (SNPs) to infer alleles that are missing or systematically hidden. This attack drops the number of queries necessary to infer membership with strong confidence, and renders privacy-preserving mechanisms based on hiding low-frequency SNPs useless. However, for DNA methylation, such correlations are not (yet) well studied. Therefore, we decide to postpone an in-depth study about the influence of correlations between methylation positions on the privacy risks to future work.

Privacy Protection for Beacons. Besides the attack, Raisaro et al. [29] proposed three protection mechanisms and experimentally showed their effectiveness even in their stronger attacker setting. However, they do not provide any formal guarantees on their protection mechanisms.

Wan et al. [45] further analyzed the protection mechanisms presented in [29], and additionally proposed a new one. They empirically evaluated utility, privacy and effectiveness of the protection methods under several settings with respect to the hyperparameters. Here, the corresponding utility, privacy and effectiveness measures were proposed in the iDASH challenge for genomic data.

Two additional privacy protection mechanisms are proposed by Al Aziz et al. [1], one of which, the biased randomized response, is proven to be differentially private. Apart from that, they analyzed both mathematically and experimentally how the decision boundary for membership relates to the number of queries and the number of patients in the Beacon.

To the best of our knowledge, the existing attacks are all conducted on genomic Beacons, and we propose the first membership inference attack on Beacons with DNA methylation data. Moreover, by simulating legitimate and adversarial behavior, we believe that our utility measures provide a more realistic picture. It is worth noting that the privacy and utility measures we propose in this paper are not limited to MBeacons, we leave their application on other types of biomedical data as a future work.

XI. Conclusion

In this paper, we propose the first Beacon system for sharing DNA methylation data, namely, the MBeacon system. Due to the severe privacy risks stemming from DNA methylation data, our construction of MBeacon follows a privacy-by-design approach.

We first illustrate the severe privacy risks by conducting a membership inference attack based on the LR test. Experimental results on multiple datasets show that with 100 queries, the adversary is able to achieve a superior performance. Then, we propose a defense mechanism, SVT\(^2\) to implement our privacy-preserving MBeacon. Our SVT\(^2\) is an advancement of the sparse vector technique, one type of differential privacy algorithms. We theoretically prove that SVT\(^2\) is differentially private. Since the goal of MBeacon is to facilitate biomedical data sharing, we propose a new metric for measuring researchers’ utility considering a realistic scenario.

---

\(^{14}\)http://flask.pocoo.org/
Extensive experiments demonstrate that, using carefully chosen parameters, MBeacon can degrade the performance of the membership inference attack significantly without substantially hurting the researchers’ utility.

There are two directions we want to explore in the future. First, we plan to extend the Beacon-style system to other types of biomedical data, such as gene expression, microRNA or laboratory tests. In particular, this requires to adapt the estimate of the general population accordingly. Second, the current Beacon systems only support queries on a single position. We plan to extend the Beacon system to support multiple-position queries. On one hand, this new system should improve the utility for the researchers. On the other hand, it will raise new privacy challenges.
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### XII. Appendix

We begin by disassembling the probability of getting a specific answer $R$ from a database $I$ as in Equation 19.

$$\Pr[A(I) = \overline{R}] = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \Pr[\rho_1 = z_1 \land \rho_2 = z_2] \quad (19)$$

where

$$f_1(z_1, z_2) = \Pr[\wedge_{i \in I} r_i = \bot | \rho_1 = z_1 \land \rho_2 = z_2] \quad (20)$$

$$g_t(z_1, z_2) = \Pr[\wedge_{i \in I} r_i = \top | \rho_1 = z_1 \land \rho_2 = z_2] \quad (21)$$

Intuitively, $g_t$ deals with the positive answers indicating highly privacy-sensitive results and $f_1$ deals with the negative answers. We will show that, for sensitivity $\Delta$, $f_1(z_1, z_2)$ and $g_t(z_1, z_2)$ are bounded by $e^{2\epsilon}$ from a database $I$ and $I'$. This gives us the required connection between the two neighboring databases $I$ and $I'$.

**Proof of Inequality 22.** Due to the independence of the database entries Equation 20 is equivalent to

$$f_1(z_1, z_2) = \prod_{i \in I} \Pr[r_i = \bot | \rho_1 = z_1 \land \rho_2 = z_2] = *$$

By plugging in our query formula, we have:

$$* = \prod_{i \in I} \Pr[(\alpha_i + y_i < T + z_1 \land \beta_i + y_i < T + z_1)]$$

$$\lor (\alpha_i + y_i' \geq T + z_2 \land \beta_i + y_i' \geq T + z_2)]$$

$$= \prod_{i \in I} \Pr[(y_i < T + z_1 - \alpha_i \land y_i < T + z_1 - \beta_i)]$$

$$\lor (y_i' \geq T + z_2 - \alpha_i \land y_i' \geq T + z_2 - \beta_i)] = *$$

Next, we want to exploit the sensitivity to change to the other database. We know that $|\alpha_i - \alpha_i'| \leq \Delta$ leads to $\alpha_i \leq \alpha_i' + \Delta$ and $\alpha_i' \geq \alpha_i - \Delta$.

Similarly, $|\beta_i - \beta_i'| \leq \Delta$ indicates $\beta_i \leq \beta_i' + \Delta$ and $\beta_i' \geq \beta_i - \Delta$.

By using Equation (a) and (b), we have the following relation.

$$* \leq \prod_{i \in I} \Pr[(y_i < T + z_1 - (\alpha_i' + \Delta) \lor y_i < T + z_1 - (\beta_i' + \Delta))]$$

$$\lor (y_i' \geq T + z_2 - (\alpha_i + \Delta) \lor y_i' \geq T + z_2 - (\beta_i + \Delta))]$$

$$= \prod_{i \in I} \Pr[(\alpha_i + y_i < T + (z_1 + \Delta) \land \beta_i + y_i < T + (z_1 + \Delta))]$$

$$\lor (\alpha_i' + y_i' \geq T + (z_2 - \Delta) \land \beta_i' + y_i' \geq T + (z_2 - \Delta))$$

$$= f_t(z_1 + \Delta, z_2 - \Delta)$$
Therefore, Inequality 22 if proven. Notice that the last step of simplification would not be possible if we had just used one noise variable \( z = z_1 = z_2 \).

**Proof of Inequality 23.** Again, by independence of the database entries and the negation of our query formulation, we have:

\[
g_t(z_1, z_2) = \prod_{i \in I'} \Pr[(\alpha_i + y_i < T + z_1 \land \beta_i + y_i < T + z_1) \\
\lor (\alpha_i + y_i' \geq T + z_2 \land \beta_i + y_i' \geq T + z_2)] = *
\]

We push the negation inwards:

\[
st = \prod_{i \in I'} \Pr[(\alpha_i + y_i \geq T + z_1 \lor \beta_i + y_i \geq T + z_1) \\
\land (\alpha_i + y_i' < T + z_2 \lor \beta_i + y_i' < T + z_2)] = *
\]

The sensitivities \( |\alpha_i - \alpha_i'| \leq \Delta \) and \( |\beta_i - \beta_i'| \leq \Delta \) allow us to introduce the other database \( I' \) similar to before:

\[
* \leq \prod_{i \in I'} \Pr[(y_i \geq T + z_1 - \alpha_i' - \Delta \lor y_i \geq T + z_1 - \beta_i' - \Delta) \\
\land (y_i' < T + z_2 - \alpha_i' + \Delta \lor y_i' < T + z_2 - \beta_i' + \Delta)] = *
\]

We could go on as before with \( f \), but it would not provide the desired bounds, as the signs of \( \Delta \) would be flipped. Instead, we exploit that the noise values \( y_i \) are \( \text{LAP}(\frac{2\Delta}{c}) \) distributed:

\[
\text{Pr}[y_i = y_i'] \leq e^{\frac{2\Delta}{c}} \text{Pr}[y_i = y_i + 2\Delta] \quad \text{(c)}
\]

\[
\text{Pr}[y_i = y_i] \leq e^{\frac{2\Delta}{c}} \text{Pr}[y_i = y_i - 2\Delta] \quad \text{(d)}
\]

We cannot use that directly, as we have a logical formula in the probabilities. The outer conjunction can be rewritten to a multiplication due to independence of the noise variables \( v_i, v_i' \). The inner disjunction is not problematic, as we show below. We prove it generally for any \( x, x', Y_1, Y_2, Y_3, Y_4 \) to increase readability. Later, we just need the following instantiations:

\[
x = y_i \quad x' = y_i' \\
y_1 = T + z_1 - \alpha_i - \Delta \\
y_2 = T + z_1 - \beta_i - \Delta \\
y_3 = T + z_2 - \alpha_i + \Delta \\
y_4 = T + z_2 - \beta_i + \Delta
\]

We want to re-formulate \( \text{Pr}[x \geq Y_1 \lor x \geq Y_2] \) for some arbitrary, but fixed \( x, Y_1, Y_2 \). For probabilities, the following holds:

\[
\text{Pr}[x \geq Y_1 \lor x \geq Y_2] = \text{Pr}[x \geq \min(Y_1, Y_2)]
\]

Then, we apply (c):

\[
\text{Pr}[x \geq \min(Y_1, Y_2)] = \text{Pr}[x \geq M] = \int_{M}^{\infty} \text{Pr}[x = m] dm \\
\leq e^{\frac{2\Delta}{c}} \int_{M}^{\infty} \text{Pr}[x = m + 2\Delta] dm \text{ (substitute } t = \phi(m) = m + 2\Delta) \\
e^{\frac{2\Delta}{c}} \int_{\phi(M)}^{\phi(\infty)} \text{Pr}[x = t] dt \leq e^{\frac{2\Delta}{c}} \text{Pr}[x \geq \phi(M)] \\
e^{\frac{2\Delta}{c}} \text{Pr}[x \geq \min(Y_1, Y_2) + 2\Delta] \\
e^{\frac{2\Delta}{c}} \text{Pr}[x \geq \min(Y_1, Y_2)] \\
e^{\frac{2\Delta}{c}} \text{Pr}[x \geq \min(Y_1, Y_2)] = \text{Pr}[x \geq \min(Y_1, Y_2)]
\]

Similarly, we re-formulate \( \text{Pr}[x' < Y_3 \lor x' < Y_4] \) for some arbitrary, but fixed \( x', Y_3, Y_4 \).

\[
\text{Pr}[x' < Y_3 \lor x' < Y_4] = \text{Pr}[x' < \max(Y_3, Y_4)]
\]

Now, we apply (d) as above:

\[
\text{Pr}[x' < \max(Y_3, Y_4)] \leq e^{\frac{2\Delta}{c}} \text{Pr}[x' < \max(Y_3, Y_4) - 2\Delta] \leq e^{\frac{2\Delta}{c}} \text{Pr}[x' < 2\Delta < \max(Y_3, Y_4)] = e^{\frac{2\Delta}{c}} \text{Pr}[x' < 2\Delta < Y_3 \lor x' + 2\Delta < Y_4]
\]

(26)

Now, we come back to the proof for Inequality 23. Since \( v_i \) and \( v_i' \) are independent, we have the following:

\[
* = \prod_{i \in I'} \text{Pr}[y_i \geq T + z_1 - \alpha_i' - \Delta \lor y_i \geq T + z_1 - \beta_i' - \Delta] \\
\text{Pr}[y_i' < T + z_2 - \alpha_i' + \Delta \lor y_i' < T + z_2 - \beta_i' + \Delta] = *
\]

Next, by utilizing Inequalities 25 and 26, we have:

\[
* \leq \prod_{i \in I'} e^{\frac{2\Delta}{c}} \text{Pr}[y_i \geq T + z_1 - \alpha_i' + \Delta \lor y_i \geq T + z_1 - \beta_i' + \Delta] \\
e^{\frac{2\Delta}{c}} \text{Pr}[y_i \geq T + z_2 - \alpha_i' - \Delta \lor y_i \leq T + z_2 - \beta_i' - \Delta] \\
= \prod_{i \in I'} e^{\frac{2\Delta}{c}} \text{Pr}[y_i \geq T + z_1 - \alpha_i' - \Delta \lor y_i \leq T + z_1 - \beta_i' + \Delta] \\
\text{Pr}[y_i' < T + z_2 - \alpha_i' - \Delta \lor y_i' < T + z_2 - \beta_i' + \Delta] \\
= e^{\frac{2\Delta}{c}} \prod_{i \in I'} \text{Pr}[y_i \geq T + z_1 - \alpha_i' - \Delta \lor y_i \leq T + z_1 - \beta_i' + \Delta] \\
\text{Pr}[y_i' < T + z_2 - \alpha_i' - \Delta \lor y_i' < T + z_2 - \beta_i' + \Delta] = *
\]

As we have at most \( c \) answers for privacy-sensitive queries, i.e., \( |I'| \leq c \), thus we have:

\[
* \leq e^{\frac{2\Delta}{c}} \prod_{i \in I'} \text{Pr}[(y_i \geq T + z_1 - \alpha_i' + \Delta) \lor (y_i \geq T + z_1 - \beta_i' + \Delta)] \\
\land (y_i' < T + z_2 - \alpha_i' - \Delta) \lor (y_i' < T + z_2 - \beta_i' - \Delta)] = e^{\frac{2\Delta}{c}} g_i'(z_1 + \Delta, z_2 - \Delta)
\]

**Proof of Inequality 24.** As \( \rho_1 \) and \( \rho_2 \) are sampled independently, \( \text{Pr}[\rho_1 = z_1 \land \rho_2 = z_2] \) equals to:

\[
\text{Pr}[\rho_1 = z_1 \land \rho_2 = z_2] = \text{Pr}[\rho_1 = z_1] \text{Pr}[\rho_2 = z_2] = *
\]

Moreover, as \( \rho_1 \) and \( \rho_2 \) are sampled from \( \text{LAP}(\frac{\Delta}{c_1}) \), we have

\[
* \leq e^{c_1} \text{Pr}[\rho_1 = z_1 + \Delta] \ast e^{c_1} \text{Pr}[\rho_2 = z_2 - \Delta] = e^{2c_1} \text{Pr}[\rho_1 = z_1 + \Delta \land \rho_2 = z_2 - \Delta] = *
\]

Let us wrap up using the above proofs on Inequalities 22 to 24 on 19.

\[
\text{Pr}[A(I) = R] = e^{\sum_{i \in I} \text{Pr}[\rho_1 = z_1 \land \rho_2 = z_2] f_i(\rho_1, \rho_2) g_i(\rho_1, \rho_2) d\rho_1 d\rho_2} \\
\leq e^{\sum_{i \in I} \text{Pr}[\rho_1 = z_1 + \Delta \land \rho_2 = z_2 - \Delta] f_i(\rho_1 + \Delta, \rho_2 - \Delta) e^{2c_1} g_i(\rho_1 + \Delta, \rho_2 - \Delta) d\rho_1 d\rho_2} \\
e^{2c_1 + 2\Delta} \sum_{i \in I} \text{Pr}[\rho_1 = z_1 + \Delta \land \rho_2 = z_2 - \Delta] f_i(\rho_1 + \Delta, \rho_2 - \Delta) e^{2c_1} g_i(\rho_1 + \Delta, \rho_2 - \Delta) d\rho_1 d\rho_2} \\
e^{2(c_1 + \Delta)} \text{Pr}[A(I) = R]
\]