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Abstract—Program binaries are often the focus of forensic investigations. Extracting compiler provenance is important in digital forensics, as it provides crucial information about the process by which a malware binary is produced. Object files and libraries, which are components of an executable file, are often compiled in various environments. Thus the executable file bears important information about the development environment of the authors. It is expected to reveal valuable information of the authors if we could extract those compiler provenances with high accuracy enough to resolve each component. In this paper, we investigate the feasibility of compiler identification from a very short code fragment. Surprisingly, we found that a randomly sampled code fragment consisting of only 16 sequential instructions is sufficient to identify the program provenance, such as the source compiler family and the optimization level of machine code efficiently. Additionally, our method can visualize how much each instruction contributed to the classification result. The model uses the attention mechanism, widely used in natural language processing, and CNN with a local receptive field specialized for recognition of one instruction. Moreover, our method takes both opcodes and operands as input, while many of the existing methods had omitted operands. We used a dataset that consists of 28,074 binaries developed in 19 different classes. Each class corresponds to a combination of five different compilers, two different optimization levels (none/max), and two different CPU architectures (x86/x86-64). With this dataset, our method identifies one of the 19 classes with 0.956 accuracy, which is a competitive performance with the best-known results, from only 16 instructions or an equivalent binary sequence of length 30-60 bytes. This result is satisfactory in resolving the component-wise compiler provenance of an executable binary. Additionally, the attention mechanism allows us to extract typical instructions generated by each compiler automatically. The attention mechanism is useful not only for improving the classification performance but also for understanding the characteristics of each class.

I. INTRODUCTION

Program binaries are often the focus of forensic investigations [25], [29], [26], covering numerous issues from copyright infringement [31] to malware analysis [3], [2]. Program binary analysis is a challenging task due to the absence of high-level information, which is found in source code, and the myriad variations in compiler provenance. The more general term, program provenance refers to information on how the target binary is developed, such as tools, libraries used, and their versions. Compiler provenance is a part of program provenance, consists of compiler family, compiler version, optimization level, and other compiler-related information. Compiler provenance gives us many clues on the program provenance. Extracting compiler provenance is important in program provenance digital forensics, as it provides crucial information about the process by which a program (e.g., malware binary) is produced. When presented with only a program binary or a snippet of binary code, the details of program provenance are not readily apparent. The black box between the program author and the program binary affords little foothold for simple tools or analyses.

According to existing research [28], [21], [4], they can identify hundreds of authors with high accuracy from program binaries. Although those results are scientifically impressive, this approach faces a big problem if they are applied in some real forensics scenario such as malware analysis. First, they require to prepare many binary code samples authored by all possible malware developers with true identity as they are based on supervised learning. Second, single-author identification is not enough as malware is usually composed of many binary snippets authored by different developers. Thus, author identification must be improved with a combination of extra information such as binary chunk identification with authorship difference. Compiler provenance is one of the crucial clues to identify such binary chunks.

In this paper, we propose a novel method, named o-glassesX, that incorporates the attention mechanism to achieve high performance for identifying the source compiler of program provenance. Our method can calculate how much each instruction contributed to the identification result and requires only a sequence of code for compiler provenance. Hence, our method does not need meta-data or other details of program headers. It is applicable even when such information has been stripped or is otherwise unavailable. Additionally, it can be used even when codes produced by multiple compilers coexist within a program binary, such as statically linked library code.

In summary, the main contributions of our approach are as follows:

- Fine-grained compiler provenance from stripped binary. Our classifier does not use any meta-data,
but it extracts the compiler provenance from a short sequence of code in a stripped binary. Thus, it can extract compiler provenance with high accuracy even in such complex programs. Our result shows that it bears enough information to identify compiler provenance that only 30-60 bytes of consecutive binary sequence sampled from any part of the executable code.

- **Proposal of a model that can calculate how much input data contributes to output in units of instructions.** In this paper, we apply an attention mechanism, widely used in natural language processing in recent years, to code fragment recognition. This model can calculate the degree of the contribution to the identification result on each instruction.

- **Knowledge gained from model judgment grounds.** By counting the appearance frequency of instructions that contributed to the compiler identification results, we can extract the typical instructions in each class automatically. These instructions help us to understand the characteristics of each class.

The remainder of this paper is structured as follows. In Sec. II, we first briefly describe a review of related work. In Sec. III, we describe some essential techniques for our method. In Sec. IV, we present our approach. In Sec. V, we evaluate the proposed approach and provide comparisons against existing work. In Sec. VI, we discuss about our approach. In Sec. VII, we finally present some concluding remarks on this work with a discussion of future research.

## II. RELATED WORK

Binary Analysis allows software engineers to analyze binary executables directly without access to source code. Tesouro et al. [33] first introduced a neural network-based method for recognizing virus in application binaries. Since then, machine learning-based binary analysis has become an important research topic in vulnerability detection [24], [38], [7], [11], [36], [5], [8], function recognition [27], [30], [2], [32], [35], and other areas.

In this section, we describe some methods about compiler provenance and a binary analysis method using attention mechanisms.

### A. Compiler provenance

Several compiler identification tools are already available (e.g., IDA Pro\(^1\), PEiD\(^2\), and RD\(^3\)). These tools are roughly signature-based and typically relies on meta-data or other details in the program header. Their exact matching algorithm may fail if even a slight difference between signatures is present or if the header information has been stripped or is otherwise unavailable.

Rosenblum et al. used a conditional random field (CRF [20]) and set up a classifier which takes binary data as input to identify one of the three compiler families with 0.925 accuracy rate [29]. They disassemble the binary with IA-32 architecture and find typical matching instruction pattern called “idioms” to predict the compiler families. Their early result is only for the relatively easy compiler family identification with 3 classes. Rosenblum et al. have improved the above method and proposed a tool named ORIGIN [26]. ORIGIN's SVM (linear support vector machines [6]) takes the feature of an independent “function” as input to predict the optimization level and the version in addition to the compiler family but faces difficulty in identifying the compiler versions. ORIGIN's CRF takes the same features of multiple adjacent functions as input for the prediction and performs with better accuracy of 0.9 and above despite that the number of classes has increased from 3 to 18. However, the size of the input data required for compiler provenance is larger.

Rahimian et al. developed BinComp [25], an approach in which they analyze the syntax, structure, and semantics of disassembled functions to extract the compiler provenance. BinComp has an identification accuracy of 0.801 in 8 classes classification in their experiments.

The common point in these existing studies is that it is necessary to pay attention to the function structure rather than mere instruction sequence when trying to identify the optimization level and version in addition to the compiler family. We show that we can identify not only the compiler family but also the optimization level and version with high accuracy by merely analyzing instruction sequences without paying attention to functions.

### B. Binary Analysis using attention

Yakura et al. proposed a method for detecting a region specific to some malware family by applying a CNN incorporating an attention mechanism to the imaged binary [37]. The input data is an image scaled down to a resolution of 64×64, and it outputs an attention level map indicating the region essential for classification in the image. As a result, the attention level map shows the region specific to the malware family, and it is expected to help analysis. However, the purpose of this method is malware family identification, and the input of the method requires the whole of an executable file. Thus, the method cannot achieve our goal of performing compiler provenance recovery from binary fragments.

## III. PRELIMINARIES

\(\text{o-glassesX}\) is an extension of \(\text{o-glasses}\) [23], which is a program snippet detection tool based on a convolutional neural network (CNN [18]). This method classifies the input block as either program-code or non-code. \(\text{o-glasses}\) can classify whether the input binary sequence is a program with a very high accuracy rate. \(\text{o-glasses}\) is designed to capture features of a single instruction by a corresponding multiple local receptive fields in the first CNN layer. \(\text{o-glassesX}\) follows this design strategy as well but with attention mechanisms so that it can tackle the more difficult problem of program provenance recovery.

For the sake of this, we used a Natural Language Processing (NLP) techniques called the attention mechanism in \(\text{o-glassesX}\). In this section, we describe some preliminaries; First, we describe the essence of x86/x86-64 architecture, which is our target architecture. Next, we explain CNN with...
a particular focus on the local receptive field. Then, we describe \textit{o-glasses} briefly. Finally, we describe the attention mechanism.

A. \textit{x86/x86-64 Architecture}

In our experiment discussed in later sections, we mainly targeted x86 and x86-64 architectures [13]. Note that, however, our method is not restricted to x86/x86-64 architectures but can be applied to other architectures such as arm64.

x86/x86-64 instruction sets are rich and complex, and most importantly, they support instructions of varying length. According to the specification of the x86/x86-64 architecture [13], instruction lengths range from just one byte (i.e., instructions comprising just a one-byte opcode) to 15 bytes. Although 15 bytes is the basic maximum length of instruction, longer instructions could appear in theory (particularly when the file being interpreted as x86/x86-64 machine code is non-code) \footnote{The following sentence appears in the specification. Exceeding the instruction length limit of 15 bytes (this only can occur when redundant prefixes are placed before an instruction).}

B. \textit{CNN}

Tools based on CNN have now led to great results in a wide range of vision tasks [17]. Each unit in CNN has specially local connections to the input units, called a \textit{kernel} or a local \textit{reception field}. Every kernel shares the weight parameters with the others in the same layer so that one can greatly reduce the number of parameters in the network.

Several hyperparameters control the size of the output volume of the convolutional layer: the kernel size, depth, and stride. The depth ($D$) of the output volume controls the number of neurons in a layer that connect to the same region of the input volume. The stride ($S$) controls how depth columns around the spatial dimensions (width and height) are allocated.

The spatial size of the output volume can be computed as a function of the input volume $W$, the kernel size $K$, and the stride $S$. The output volume is given by $(W - K)/S + 1$.

C. \textit{o-glasses}

\textit{o-glasses} is written in Python, and uses the Chainer\textsuperscript{5} 4.0.0 framework, which is a flexible framework for neural networks.

The whole network is shown in Fig. 1. The 1-bit change often causes the behavior of the machine code to be another one. Thus, we should design the neural network carefully, in the case of treating discrete data such as machine code: \textit{e.g.}, pre-processing, parameter. The details of \textit{o-glasses’} implementation is as follows.

\footnote{\textsuperscript{5}https://chainer.org/}

1) \textit{Pre-processing}: \textit{o-glasses} disassembles the input binary assuming they consist of x86/x86-64 instructions. Each instruction is converted into \textit{N}-bit fixed-length instructions padded with constant bits. They serialized a set of 16 fixed-length instructions into an array of 2048 bit values as input data.

2) \textit{CNN for recognizing instruction}: Generally, the local receptive field successfully captures the local features in image recognition, where the values of adjacent pixels are strongly correlated. In the case of \textit{o-glasses}, Otsubo \textit{et al.} designed the first convolutional layer to capture the feature of the whole bits in every single instruction and the second layer to capture the local distribution of instruction features. This design principle worked surprisingly well against program provenance recovery as empirically shown in the later sections.

The first convolutional layer (Bit-CNN) takes 2048 bits as input; each unit has 1-dimensional 128-unit kernel with the stride of 128 and the depth of 96. The kernel field size and the stride of the first layer are set to $N$ so that each kernel covers a single instruction. The second layer is also a convolutional layer (Instruction-CNN). They applied 256 2-filters to a 16 × 96 input volume with a stride of 1. They expect that the second layer will obtain the features of the relationship between two adjacent instructions.

3) \textit{Other network configurations}: The 3rd to the 5th layers are fully connected MLP (multi-layer perceptron). Their output volumes are 400, 400, and $K$, respectively. $K$ is the number of classes. Batch normalization [14] layers are inserted after the 1st and 2nd fully connected layers to speed up and stabilize the learning process. The activation function in each intermediate layer is ReLU [9], and that of the final layer of MLP is softmax.

They used the well-known stochastic gradient descent (SGD) method to minimize the error function in the back-propagation algorithm.

D. \textit{Existing NLP techniques}

1) \textit{Attention}: Bahdanau \textit{et al.} first proposed the attention mechanism [1]. The attention mechanism uses a vector (attention weight, $\text{AttW}$) that focuses only on a portion of the input information, not the entire input information. In 2017, Vaswani \textit{et al.} proposed Transformer [34], which uses only the attention mechanism without using Recurrent Neural Network (RNN [12]), and showed surprisingly good performance in translation with a little training. Since this proposal, research using the attention mechanism has become very active in the field of NLP. Additionally, the model applying the attention mechanism is not only high in performance, but also is possible to infer essential input data that is the basis of the output result by visualizing $\text{AttW}$.

There are two types of attention mechanisms, depending on how to obtain $\text{AttW}$. One is Additive Attention [1], and another is Dot-Product Attention (or Multiplicative Attention) [19]. Additive Attention calculates the $\text{AttW}$ in the hidden layer Feed-Forward Network (FFN). Dot-Product Attention calculates the $\text{AttW}$ by an inner product. Dot-Product Attention is generally faster because it does not require parameters. Thus, we use Dot-Product Attention.
Fig. 2. Outline of Dot-Product Attention.

Fig. 2 shows the basic structure of Dot-Product Attention. The squares in the figure indicate processing such as FFN described later, and the rounded squares indicate tensors. This processing, such as FFN, transforms the attention input into Query (Q, search query). There is Memory in the hidden layer in the attention mechanism. The processing, such as FFN, transforms the Memory into Key (K) and Value (V). The following equation defines the attention mechanism.

\[
\text{Att}(Q, K, V) = \text{softmax} \left( Q \cdot K^T \right) \cdot V, \quad (1)
\]

where \( Q \) is a matrix (generally a tensor) composed of \( d_k \)-dimensional vectors \( q_i \) \((i = 1, \dots)\). Similarly, \( K \) and \( V \) are tensors composed of vectors of \( d_k \) and \( d_v \) dimensions, respectively. In particular, the output of \( \text{softmax} \cdot \cdot \) when the expression (1) is applied to one search query vector \( q \in \text{Query} \) is called Attention Weight (AttW). The following equation defines AttW.

\[
\text{AttW}(q, K) = \text{softmax} \left( q \cdot K^T \right). \quad (2)
\]

At this time, Memory functions as an array of pairs in which each \( k \) and each \( v \) have a one-to-one correspondence, that is, a dictionary object. The dot product of \( q \) and \( K \) measures the similarity between \( q \) and each \( k \in K \). The Attention Weight (AttW) normalized by softmax represents the position of \( k \) that is most similar to \( q \). The inner product of AttW and \( V \) extracts the corresponding value \( v \). This behavior is the same as the function of a dictionary object.

Additionally, there are two types of Dot-Product Attention, depending on where Memory comes from. When the Attention input (Input) and Memory match, it is called Self-Attention, and when it does not match, it is called Source Target Attention. Encoder (Classifier) often uses Self-Attention, and Decoder often uses Source Target Attention. Thus, we use Self-Attention to classify binary sequences.

2) Position-wise FFN (CNN): Position-wise Feed-Forward Network (PFFN) is a network used in Transformer. PFFN performs FFN processing independently for each position of a word sequence. PFFN can be implemented even by CNN with parameter adjustment, and it is expected to form a local receptive field specialized for recognition of one word. In this paper, it is expected to form a local receptive field specialized in recognition of one instruction by applying it to machine language instructions. This idea is the same as what was called bit-CNN by the authors of o-glasses[23].

The parameters for implementing PFFN in CNN is, for example, if the \( N \) bit fixed-length instructions are arranged in one dimension, the size of the kernel and stride are \( N \), which is the same as the length of one instruction. In the case of PFFN’s input is a two-dimensional vector in which multiple instruction vectors, we can implement PFFN by setting the size of the kernel and stride to 1. In our proposed model, CNN is implemented by adjusting parameters and implementing PFFN.

3) Positional Encoding: The above mechanism alone can use combinations of instructions in the code for learning, but cannot use the order of instructions for learning. We introduce Positional Encoding (PE) to add information on the order of instructions (relative or absolute position of instructions). There are various implementation methods for PE. In this paper, we adopt a method built into Transformer, and we expect the method to suitable with FFN. PE function adds the constant matrix \( PE \) to PE’s input. The following equation defines the processing of PE.

\[
\text{PE}(X) = X + \alpha \text{PE}, \quad (3)
\]

where \( \alpha \) is the addition rate of PE. The followings are each component of PE.

\[
\text{PE}(\text{pos}, 2i) = \sin(\text{pos} / 10000^{2i/d_{\text{model}}}) \quad (4)
\]

\[
\text{PE}(\text{pos}, 2i+1) = \cos(\text{pos} / 10000^{2i/d_{\text{model}}}) \quad (5)
\]

where \( \text{pos} \) is the position of the instruction, \( d_{\text{model}} \) is the channel depth of the PE’s input \( X \), \( 2i \) and \( 2i+1 \) are the component dimensions (0 to \( d_{\text{model}} - 1 \)). This expression can represent \( \text{PE}(\text{pos} + k) \) with the linear function of \( \text{PE}(\text{pos}) \). In FFN, the linear function of the previous layer can express the next layer. Therefore, we expect the PE method is well suitable with FFN that expresses.

IV. PROPOSED METHOD

In this paper, we propose the following three.

- A deep learning network that can classify machine language instruction sequences with high accuracy and calculate the instruction-wise contribution to the classification results (IV-A)
- Carefully designed the attention mechanism that calculates the contribution of each instruction in a sequence to the classification result (IV-B)
- Automatic extraction of representative instructions which are typically found in each class based on the above the attention mechanism (IV-C)

A. Network model

We tried to design our attention model as simple as possible so that it can increase the effect of Attention Weight (AttW) on the Attention Output (Att. Output). Fig. 3 gives an overview of our attention model. The input data is as same as o-glasses’ one, a 128 × \( L \) bit value array which contains \( L \) instructions converted to 128-bit fixed-length instructions.

The first layer is CNN, which parameters are the same as o-glasses’ parameters. We expect this layer to learn the
feature of instruction structure by setting the kernel field size
and the stride size to 128, which is the same as the instruction length. The output channel depth is 96.

The second layer is Positional Encoding (PE), and we described it in detail at III-D3. PE adds information on the order of instructions.

The third layer is the attention block, which is the block surrounded by the dotted line in Fig. 3. CNN transform the attention input to Query, Key, and Value. We set these CNN’s parameters in line with the idea of Position-wise Feed-Forward Network (PFFN). We described PFFN in detail at III-D2. Each CNN has an independent weight. We set the depth of the first and second channel to \(d_{\text{model}} \times 4\) and \(d_{\text{model}}\), where \(d_{\text{model}}\) is the depth of the attention input, 96 in this case.

Immediately after the output of the attention block, we place the Batch Normalization (BN [14]) layer to stabilize and speed up the learning process. The last layer is fully-connected, and the number of nodes is \(K\), where \(K\) is the number of classes to classify. The activation function of the intermediate network layer is \(\text{ReLU}\) [9], and the activation function of the output layer is the softmax function.

B. Calculating ‘Why’ with the attention mechanism

What is important to know in compiler provenance recovery is instruction-wise occurrences and their order which are typically found in each compiler’s output codes. For calculating the contribution to the identification result one instruction by one instruction, we designed our network carefully. As described in III-D1, the attention weight \(\text{Att}W\) is computed by \(\text{softmax}\) of the product of a search query matrix \(Q\) and a memory matrix \(M\), where \(Q\) is a tensor composed of \(d_k\) dimensional vectors \(q_i\). The PFFN (Position-wise Feed Forward Network) transforms the input vector of machine instructions to a search query matrix \(Q\) such that each search query vector \((q_i)\) only depends on one instruction additionally with its position information. Hence, each element in the attention weight matrix \(\text{Att}W\) corresponds to only one pair of machine instructions in its search query vector and in its memory vector in a different position. Therefore, the \(\text{softmax}\) operation takes the most significant machine instruction in the input vector contributed to the identification result.

An example visualization of \(\text{Att}W\) is shown in Fig. 4. \(\text{Att}W\) is a two-dimensional map corresponding to the combination of instructions of Input and Memory. Memory is the same as Input because we use the Self-Attention. For simplicity, in this paper, we use \(L_2\)-norm for calculating each instruction’s output contribution. Denoted by \(L_2\), we visualize the magnitude of the contribution of the \(i\)-th instruction to the classification result, and \(L_2\) is given by the following equation.

\[
L_2 = \| \text{Att}W(q_i, K) \|^2 \tag{6}
\]

\[
= \| \text{softmax}(q_i \cdot K^T) \|^2 \tag{7}
\]

In the case of Fig. 4, it can be seen that the value of the squared \(L_2\)-norm of the 10th instruction “AND EDX, 0xff” is the largest at 0.255 and contributes the most to the output.

C. Automatic feature extraction for each class

It is possible to automatically extract the typical instructions of each class by calculating the output contribute, as described above. Algorithm 1 shows the automatically extracting procedure for compiler-typical instructions.

The outline of Algorithm 1 is as follows. First, we prepare a binary made by the compiler we want to know its typical instructions. Next, we pull out the first \(L\) instruction from the binary. We identify the compiler by inputting this code fragment into our model. If the classified result is correct and has high confidence (0.99 or higher), then we determine the instruction that contributes to the identification using the method described in Sec. IV-B. The offset address for compiler
identification is shifted one byte at a time, and the appearance frequency of instructions that contributed to the identification is counted in the same procedure as described above. Finally, we display typical instructions in descending order of appearance frequency.

D. o-glassesX’s implementation

o-glassesX implemented our model is written in Python and uses the Chainer 4.0.0 framework.

Our model contains the Positional Encoding (PE) we described in Sec. III-D3. When additional rate ($\alpha$) was 1.0, the influence of PE in the initial stage of learning often have let the learning result a local solution. Then, the generalization performance did not improve. Note that the value of the PE input ($X$) is optimized as learning progresses, so it seems that the value of $\alpha$ does not change the result of the optimal solution. Therefore we set the $\alpha$ 0.01 temporally for improving the generalization performance.

V. Evaluation

In this section, we conduct several experiments to address the following questions:

1. What is the size of the learning sample required for our method? (Sec. V-B)
2. How the performance change with the number of instructions input to our method? (Sec. V-B)
3. Does our method perform compiler identification better than existing methods? (Sec. V-B)
4. Does our method explain characteristic of each class? (Sec. V-C)
5. Can our method analyze an executable file in spite of learning from object files? (Sec. V-D)
6. Can our method explain characteristic of an APT group? (Sec. V-E)

In the following, we first describe our dataset, and then we describe the details of our experiments. The research artifacts are available at the following URL:

https://github.com/yotsubo/o-glassesX

A. Dataset

We chose C/C++ for the experiment from the various program languages. According to the TIOBE Index\(^6\) for August 2019, among the languages that output native code, these languages are at the top. Among all languages, these have gained more than 20% share. Additionally, we treat binaries as x86/x86-64 architecture code for evaluation experiment because the architecture occupies the PC market.

Our model input data needs the $L$ fix-length instructions. The scale of the dataset changes with the value of $L$. TABLE I shows an outline of our dataset in the case of $L = 16$. We prepared two categories of dataset for our examination, both of which can be gathered easily. One category is labeled "Program" and comprises various sets of x86/x86-64 machine code generated from randomly sampled source code from GitHub\(^7\). The other category is called "Others" and consists of various document files and portions of data extracted from them. Document files contain data of various kinds: metadata, text, and packed data. All of these file areas differ not only in size but also in the level of information entropy. On the other hand, benign document files rarely contain machine code. For each category and source or file type, we constructed two types of the dataset: the whole files, and ($L \times 128$)-bit segments of code extracted from these files.

The methods for making each of our types of dataset are as follows.

1) Binary: The following procedure is conducted for making the "Binary" dataset in the "Program" category.

- Gather various C/C++ source code files from GitHub
- Compile these files into x86/x86-64 object files by using various compilers (TABLE II)
- Extract only the machine code from these object files.

We did not compile the source code files into the executable files but into the object files. The object file is an intermediate data representation file including a machine code which is generated as a result of the compiler processing the source code. On the other hand, the machine code in the executable files contains various library code; e.g., C run-time libraries. It is hard to know the compiler condition of these libraries.

\(^6\)https://www.tiobe.com/tiobe-index/
\(^7\)https://github.com/
In addition, we should know function boundaries to divide the library code and the code generated from the well-known source code. All the machine code in the object file is the code derived from the source code. We can obtain ground truth from the object files without these difficulties.

Next, to make the “Binary” datasets in the “Others” category, we used a search engine to gather various open-source document files. TABLE III shows the keywords used for this search. The “Others” category contains “CFB,” “OOXML,” and “PDF” files. CFB stands for compound file binary [22], and it is used as a container like the FAT16 file system. CFB is used in files with the extensions “.doc,” “.xls,” “.ppt,” and so on. OOXML stands for Office Open XML [16], which is a zip container in reality. OOXML is used in “.docx,” “.xlsx,” and “.pptx” files. PDF stands for portable document format [15], which has the extension “.pdf.” We downloaded document files from the beginning of the list of search results. We then checked these downloaded files using VirusTotal8, and we removed suspicious files that were detected as malware. We adjusted the number of the document files so that the number of “Code” (described later) does not differ greatly from them of other labels.

2) Code: The following procedure is used to make “Code” datasets. First, we treat the files of the “Binary” dataset as x86/x86-64 machine code files, whether they come from the “Program” category or the “Others” category. Second, we separate these files into “instructions” (i.e., disassembled the real or pretended x86/x86-64 machine code). Third, we convert each instruction into a 128-bit fixed-length instruction by padding it with “0.” Finally, packing randomly selected L fixed-length instructions into one set, we make a \((L \times 128)\)-bit sequence.

The reason we padded instructions to 128 bits (16 bytes) is the following. Fifteen bytes is basically the maximum length of one instruction as we described in Sec. III-A. The average of the lengths of each instruction is 3.69 bytes for the “Program” category and 2.38 bytes for the “Others” category. We did not find any instruction longer than 15 bytes in our experiment. However, theoretically, the length of one instruction maybe 16 bytes or more. Therefore we set the size of fixed-length instructions to 16 bytes (one byte larger than the maximum instruction length).

B. Recognition Performance

We confirmed classification accuracy of compilers by our proposed method using the dataset described in Sec. V-A.

Evaluation experiments were carried out using the dataset described in the previous section. No compiler has been able to compile all source code. As a result, our dataset has a poor balance between sample numbers of each label. Therefore, we set \((S)\) as the upper limit sample number for each label used in the evaluation experiment. Accuracy was obtained by 4-fold cross validation, and here is our parameter configuration:

- input length\((L) = 16\)
- learning rate \((\eta) = 0.01\)
- mini-batch size = 1000
- epochs = 50

TABLE IV shows a comparison between the existing methods and our proposed method. In TABLE IV, these accuracy stated the following values. Rosenblum’s accuracy is the average of the accuracy described in Table 2 of the paper [29]. ORIGIN’s SVM’s accuracy is the value of “All component” in Table 2 of the paper [26]. ORIGIN’s CRF’s accuracy is the value of “Joint” in Table 3 of the paper [26]. Accuracy of BinComp is the average of accuracy described in Table 6 of the paper [25].

The number of labels included in our dataset is 19, which is the largest number compared with existing researches. However, in the paper [26], Rosenblum et al. are experimenting with datasets consisting of four versions of GCC and three versions of VC. Regarding the compiler version differences, our dataset includes two versions (VC2017/VC2003). On the version of the compilers, their experiments are more challenging than our experiments.

The increase of input instructions improves the prediction accuracy. The effect is massive impact on our proposal model than o-glasses. The existing method o-glasses’ prediction error \((1 - \text{Accuracy})\) changes 0.0677 to 0.0579 when the number of input instructions increases from 16 to 64. The error has decreased by 15%. On the other hand, our model’s prediction error changes 0.0445 to 0.0116 when the number of input instructions increases from 16 instructions to 64 instructions. The error is reduced by about 74%. One of the biggest reason for this difference between our model’s error and the o-glasses’ error is that the model contains PE or not. o-glasses only considered a combination of instructions. On the other hand, our model containing PE increased the amount of input information, such as instruction context and distance. As a result, the effect of the increasing input instructions led to the prediction accuracy increase.

C. Automatic compiler feature extraction

In this section, we list the typical instructions of each compiler using Algorithm 1 and consider the knowledge obtained from them. We selected aes.c collected from GitHub for creating InputFile because all compilers can compile this source code successfully with all optimization levels.

Fig. 5 shows a list of the top five typical instructions in each compiler automatically extracted by the procedure described
in Sec. IV-C. Considering to Fig. 5, it is possible to catch the characteristics of each class. Followings are examples of knowledge obtained in the case of aes.c.

In the case of low optimization level, many compilers use IMUL. On the other hand, in the case of high optimization level, rarely compilers use this instruction. IMUL is a multiplication instruction. This instruction takes more than ten times longer to execute than shift instructions and add instructions. In the case of a constant multiple such as \([eax \times 3]\), a replaced code which is a combination of shift instruction and addition instruction such as \([eax \ll 1] + eax\] will increase the processing speed several times. Therefore, in the case of maximum optimization, many compilers may not use much IMUL.

On the other hand, focusing on VC2003 and VC2017 without optimization, it can be seen that VC2017 prefers IMUL, and prioritizes the readability of machine language instructions for debugging. When VC2003 was released, the processing time of IMUL was too long to prefer the readability. When VC2017 was released, the operating frequency of the CPU was high enough to be able to prefer the readability. Thus, we consider that Microsoft preferred the readability than the running speed at the time debugging.

In the case of ICC, \texttt{a-glassesX} focused on SSE2 instructions; i.e., \texttt{PXOR}. The SSE2 was first available in Intel Pentium 4 (2001) and became popular within a few years. However, at that time, it had taken time for the code generated by the compiler to refer to the newly released instruction set because of prioritizing compatibility. At present, there is almost no problem even if we do not consider the processor that cannot use the SSE2 instruction. Intel, designed x86/x86-64 architectures, developed ICC in order to be more prevalent the latest instruction set. Even if we are not familiar with this background, the proposed method extracts SSE2 instructions as a feature that distinguishes compilers.

### D. Case Study 1: Various optimization levels in a .text segment

Fig. 6 shows a result obtained by sliding the position of a code fragment to be extracted from a certain executable file one byte from the beginning and visualizing the result of classification by the learner used in the experiment.

The leftmost Bit-Image in the figure is a visualization of an executable file in the same way as the binary editor Stirling [10]. One pixel corresponds to one byte, Bit-Image corresponds to one byte, NULL (0x00) corresponds to white, control character string (0x01 to 0x1F) to light blue, readable character string (0x20 to 0x7F) to red, and others to black. The remaining three parts of the figure are colored results of 19 classes classified by our method. On the left is coloring focusing on the type of compiler, coloring focusing on Visual C++ in the middle, coloring not focusing on version differences focusing on Visual C++ on the right.

As shown in the figure, the trend of the estimation result of the optimization option greatly differs in the first half and the second half of the execution code part. The first half is the execution code generated without optimization and the second half is the execution code generated with the maximum optimization. As a result of static analysis, the first half was the executable code which the author of the executable file thought to have hand-crafted, the second half was the static link library. It was confirmed that the execution code compiled with multiple optimization options was mixed in the same section due to the influence of the linked static link library. In addition, our method was able to visualize the situation well.

Therefore, when estimating the compiler and optimization option, it can be inferred that there is a limit to the accuracy of the method which does not assume that a plurality of compilers and optimization options are mixed in the same section. In the proposed method, input data required for estimation is as small as 16 instructions, so there is a high possibility that the input data contains only the execution code generated with a single compiler and optimization option.

### E. Case Study 2: Tracking the change of Emdivi RATs in development environment

In this section, we describe the change of Emdivi creation environment by arranging the analysis results of these malware in order of compilation time. In order to accurately infer the creation environment of malware by our method, instructions created by the same compiler used to create the malware needs to be included in the learning dataset. It is difficult to exactly identify, because the compiler types and options are diverse. However, by analyzing malware in the same family and arranging the analysis results in chronological order, we can find changes in the environment used for malware creation.
Emdivi is a malware family of RAT (Remote Access Trojan), which were observed many times in Japan from 2014 to 2015. We obtained 162 hashes of Emdivi RATs from the report\(^9\) created by MACNICA NETWORKS. We got 148 Emdivi RATs from Virus Total based on this hash list. We visualized these files in the same way as in Sec. V-D. As a result, they are all executable files of the 32 Bit architecture created in Visual C++, and the optimization option was found to be the maximum optimization. Analysing of compiler versions, malware development environments were largely classified into three (Type A, B and C.)

Figure 7 shows the result of visualizing three representative files by our method. Type A is created by a relatively new compiler, and linked libraries are also created by relatively new compilers. Type B is created by a relatively old compiler, but the linked libraries are created by a relatively new compiler. Type C is created by a relatively new compiler, but some of the linked libraries are created by a relatively old compiler.

Table V shows the results of classifying each file into the three types mentioned above. “No.” is a number assigned sequentially from the top of the already-mentioned hash list. “Version” is a version of Emdivi, inferred from communication contents. “ Compile Times” is a compile date and time, which is based on header information. For types whose “No.” are smaller than 109, they are not described in the table because Type was all A.

Based on the above results, the change of the structure of the attack group was inferred by the following procedure.

1) **Premise**: Characteristics of attack method of attack group using Emdivi include the following.

   - Attach to the e-mail just before sending the targeted mail t17 series malware is compiled.
   - After successful intrusion, another malware (t20 series) is sent to another terminal in the attack target system network in order to expand the intrusion.

\(^9\)https://www.macnica.net/security/report_01.html/
TABLE V. TRANSITION OF DEVELOPMENT ENVIRONMENT OF EMDIVI

<table>
<thead>
<tr>
<th>No.</th>
<th>Version</th>
<th>Compile Times</th>
<th>Type</th>
<th>No.</th>
<th>Version</th>
<th>Compile Times</th>
<th>Type</th>
</tr>
</thead>
<tbody>
<tr>
<td>109</td>
<td>17.08.27</td>
<td>2015/03/19 15:03:19</td>
<td>A</td>
<td>137</td>
<td>t20.22</td>
<td>2015/03/20 10:34:56</td>
<td>B</td>
</tr>
<tr>
<td>110</td>
<td>17.08.27</td>
<td>2015/03/20 12:04:40</td>
<td>A</td>
<td>138</td>
<td>17.08.31</td>
<td>2015/03/20 09:58:16</td>
<td>B</td>
</tr>
<tr>
<td>111</td>
<td>17.08.27</td>
<td>2015/04/24 12:07:23</td>
<td>A</td>
<td>139</td>
<td>17.08.31</td>
<td>2015/03/20 09:58:16</td>
<td>B</td>
</tr>
<tr>
<td>112</td>
<td>17.08.27</td>
<td>2015/04/26 12:07:23</td>
<td>A</td>
<td>140</td>
<td>17.08.31</td>
<td>2015/03/20 09:58:16</td>
<td>B</td>
</tr>
<tr>
<td>113</td>
<td>17.08.27</td>
<td>2015/04/22 12:08:34</td>
<td>A</td>
<td>141</td>
<td>17.08.31</td>
<td>2015/03/20 09:58:16</td>
<td>B</td>
</tr>
<tr>
<td>114</td>
<td>17.08.27</td>
<td>2015/04/22 12:08:34</td>
<td>A</td>
<td>142</td>
<td>17.08.31</td>
<td>2015/03/20 09:58:16</td>
<td>B</td>
</tr>
</tbody>
</table>

10) t20 series of malware is compiled just before sending.

2) Assumption: The compilation time and the time to transmit malware are very close, so we made the following assumptions. The person who compiles, the person who sends malware, and the person who uses malware are highly likely to be the same person.

3) Activities of A, B and C:

A Both initial compromise and compromise expansion staff. After June 2015, mainly compromise expansion staff.

B Initial compromise staff (activity period: mid-June 2015 to early August)

C Initial compromise staff (activity period: after early August 2015)

4) Guess: Although the organization before June 2015 is unclear, there is a possibility that from 2016 June onwards, responsible for intrusion (targeted mail sending) and explicit role sharing of intrusion expansion after successful entry is there.

VI. DISCUSSION

A. Benefits of our method

1) High Recognition Rate for Stripped Machine Code: It is applicable even when symbol information has been stripped or is otherwise unavailable because our approach relies only on characteristics of the binary code and not on meta-data or other details of program headers. Furthermore, it can be used even when codes produced by multiple compilers coexist within a program binary, such as statically linked library code because our method classifies sequences of code instead of whole binaries. Our approach extracts compiler provenance with high accuracy even in such complex programs.

2) Proposal of a model that can calculate how much input data contributes to output in units of instructions: The attention mechanism is rapidly spreading in natural language processing in recent years. In the field of machine translation, the attention model without RNN has obtained a translation score that exceeds the existing research using RNN [34]. Additionally, the model with the attention mechanism can calculate the degree of contribution to the decision.

In this paper, we applied the attention mechanism to code fragment recognition. At the best of our knowledge, o-glassesX is the first example of applying the attention mechanism to machine code classification. For calculating the contribution to the identification result one instruction by one instruction, we designed our network carefully. Our model can calculate the degree of the contribution to the identification result on each instruction.

3) Knowledge discovery through model’s decision: Our model can identify the most important instruction of the input. Therefore, by counting the appearance frequency of instructions that contributed to the compiler identification results, we can extract the typical instructions in each class automatically.

We listed the compiler-typical instructions generated when compiling aes.c with various compilers. As a result, we caught some of the features of each compiler. Our method helps us to understand the characteristics of each class.

B. The limitation of our method

o-glassesX still suffers from some limitations. For instance, like most existing methods, o-glassesX works under the assumption that the machine code is already de-obfuscated. In practice, de-obfuscation of malware are very demanded. How to extract compiler provenance directly over obfuscated code is an important issue but very challenging future avenue of research. On the other hand, once we success de-obfuscate code snippet, we can identify source compiler since o-glassesX does not require meta-data.

Additionally, our method cannot support two or more CPU architectures at the same time. When dealing with two or more CPU architecture inputs at the same time, we need identifying the CPU architecture from the input binary, and then it is necessary to input the binary to o-glassesX specialized for each architecture.

VII. CONCLUSION

In this paper, we proposed a novel method for binary analysis. To the best of our knowledge, this is the first application of the attention mechanism to machine code recognition. Our method can identify the source compiler family and optimization levels of machine code, an important element of program provenance. Additionally, our method can demonstrate how much one instruction by one in 16 or 64 instruction windows contributed to the decision of the compiler family and the optimization level.

We evaluated a large set of test binaries. Our result showed that our method could identify the source compiler family and
optimization levels of machine code with about 0.99 accuracy rate almost perfect, even though the size of the input binary fragment is only 64 instructions. Additionally, our case study showed that our method can provide new knowledge; e.g., the characteristic of instruction choices by each compiler.

It is left as an open problem to find a solution to more general program provenance and author identification from binary codes (malware.)
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APPENDIX

A. Details of Recognition Performance

In this appendix, we provide the details of the recognition performance (Sec. V-B.)

1) The effect of the size of the dataset: Evaluation experiments were carried out using the dataset described in Sec. V-A. No compiler has been able to compile all source code. As a result, our dataset has a poor balance between sample numbers of each label. Therefore, we set \( S \) as the upper limit sample number for each label used in the evaluation experiment. The relationship between \( S \) and accuracy was obtained (Fig. 8). Accuracy was obtained by 4-fold cross validation, and here is our parameter configuration:

- input length \( L = 16 \)
- learning rate \( (\eta) = 0.01 \)
- mini-batch size = 1000
- epochs = 50

2) Confusion matrix: TABLE VI shows an overview of the results \((L=64, S=100,000)\).

In the comparison of the different algorithms, we use the F-measure defined by

\[
F_{\text{measure}} = \frac{2 \cdot \text{Precision} \cdot \text{Recall}}{\text{Precision} + \text{Recall}}.
\]  

(8)

In this calculation, precision is given by

\[
\text{Precision} = \frac{TP}{TP + FP}
\]

(9)

and recall is given by

\[
\text{Recall} = \frac{TP}{TP + FN}
\]

(10)

where TP is the true positive rate, FP is the false positive rate, FN is the false negative rate, and TN is the true negative rate.

![Confusion Matrix](image)

Fig. 8. Accuracy of 19 classification against \( S \). \( L=16, S=20, 50, 100, 200, 500, 1,000, 2,000, 5,000, 10,000, 20,000, 50,000, \) and 100,000

TABLE VI. PERFORMANCE OF OUR METHOD TO RECOGNIZE X86/X86-64 CODE. \( L=64, S=100,000. \) (R): RECALL, (P): PRECISION, (F1): F-MEASURE.