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Abstract

IoT application domains, device diversity and connectivity are rapidly growing. IoT devices control various functions in smart homes
and buildings, smart cities, and smart factories, making these devices an attractive target for attackers.
On the other hand, the large variability of different application scenarios and inherent heterogeneity of devices make it very
challenging to reliably detect abnormal IoT device behaviors and distinguish these from benign behaviors. Existing approaches for
detecting attacks are mostly limited to attacks directly compromising individual IoT devices, or, require predefined detection policies.
They cannot detect attacks that utilize the control plane of the IoT system to trigger actions in an unintended/malicious context,
e.g., opening a smart lock while the smart home residents are absent.
In this paper, we tackle this problem and propose ARGUS, the first self-learning intrusion detection system for detecting contextual
attacks on IoT environments, in which the attacker maliciously invokes IoT device actions to reach its goals.
ARGUS monitors the contextual setting based on the state and actions of IoT devices in the environment. An unsupervised Deep
Neural Network (DNN) is used for modeling the typical contextual device behavior and detecting actions taking place in abnormal
contextual settings. This unsupervised approach ensures that ARGUS is not restricted to detecting previously known attacks but is
also able to detect new attacks. We evaluated ARGUS on heterogeneous real-world smart-home settings and achieve at least an
F1-Score of 99.64% for each setup, with a false positive rate (FPR) of at most 0.03%.
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High-Level Overview of ARGUS's Components

For analyzing the user’s behavior, the temporal context
encoded in the event sequences, needs to be considered. So,
we need to take into account the temporal structure of data
in order to have a model that is able to learn those patterns.
For that reason, we use recurrent layers, in particular, Gated
Recurrent Unit (GRU) layers. We used GRUs units rather
than alternatives such as LSTMs [34] due to their capability
of faster convergence, requiring less memory (i.e., less train-
able parameters) and better dealing with long-term memory
problems (e.g., vanishing/exploding gradient).

The size of the final model depends on the number of de-
vices in the system. In our setups, the number of devices
varies from 18 to 40, so the model size varies from 1.2 to 2.7
million trainable parameters.

The designed learning process for such models uses a de-
caying learning rate (from 10�3 down to 10�6) once the num-
ber of epochs reaches some specific epochs. Furthermore, we
make use of early stopping with patience monitoring valida-
tion loss in order to prevent overfitting behaviors.

Anomaly Score Classification. The threshold that is used
as classification boundary to discriminate benign events from
attacks makes use for two parameters, the aging factor a and
the security level b.

a is used for performing a trade-off between allowing the
threshold to dynamically react to changes in the behavior
and preventing high changes in the threshold, which could
cause incorrect classifications (cf. App. G). We therefore
set a = 0.8.

The security level b ensures an additional margin to prevent
unusual behavior of the user from causing false alerts. As
we show in App. H too high values prevent ARGUS from
detecting attacks, while too low values cause false alerts. We
empirically set b = 0.2.

5 Evaluation and Discussion

In this section, we discuss how different attacks are applied
to the network and how our approach is able to detect such at-
tacks. For the evaluation, we evaluate 5 real-world IoT setups.
The first subsection shows the modeling of the benign data
and the distribution of the testing and training data. The next
subsection discusses the real network and how the attacks are
performed and detected. For the evaluation, we use the well
established performance metrics F1-Score, Precision, Recall
and False-Positive-Rate (cf. App. J). In App. L we describe
the computational setup, in App. B we evaluate the runtime
performance of ARGUS.

5.1 Dataset

For our experiments, we equipped 5 different smart-home
settings with a variety of IoT devices and sensors that were

Table 2: Performance of ARGUS on Real-World Setups, all
values in percentage.

Dataset FPR Pr Re F1-Score
Home 1 0.03 99.22 100.00 99.64
Home 2 0.00 100.00 100.00 100.00
Home 3 0.00 100.00 100.00 100.00
Home 4 0.00 100.00 100.00 100.00
Home 5 0.00 100.00 100.00 100.00

used by residents on a daily basis. From each setup, we used
the first 7 days for training the model and the remaining data
for testing. The data for training were split into 90% of actual
training data and 10% validation data.

5.1.1 Dataset Collection

For collecting the dataset, we captured the status updates of
IoT devices in 5 different smart-home environments (referred
to as Home 1 - Home 5). Each setup consisted of multiple
sensors (temperature, humidity, brightness and motion, door
and window sensors) and actors (light bulbs, thermostats). To
make the individual setups differ from each other and evaluate
the ability of ARGUS to generalize, each setup also had some
additional sensors and actors, making the dataset heteroge-
neous. For example, in the setup Home 1 also a CO2 sensor
was installed, while in the setups Home 4 and Home 5 also a
number of smart thermostats were installed. In App. A, we
show the deployed sensors and actors for each setup. For the
data collection, the popular open-source smart-home control
system Home Assistant was used (cf. §4.4).

The devices were installed in different homes, covering a
one-person room in a shared apartment (Home 1), an one-
person apartment (Home 2), as well as shared homes with
4 inhabitants each (Home 3, Home 4, Home 5). The exper-
iments included ten different male and female participants
(teenagers, students, and adults up to approximately 49 years).
Initially, controlled experiments incorporating a number of
simulated attack scenarios were executed in the simpler attack
settings in Home 1 and Home 2, since these environments in-
cluded only one inhabitant and were therefore easy to control.
The more complex contextual settings incorporating several
persons in Home 3 and Home 4 were used for passive data
collection, without active attacks, mainly to test the sensitivity
of the approach for false alarms under a more challenging set-
ting. Finally, the most complex IoT set-up was implemented
in the multi-person setting Home 5, where also controlled
experiments with attacks were implemented to test the full
performance of ARGUS in complex real-world settings. Each
setup used the home automation platform for automatically
triggering actions, e.g., turn off the camera when the user
comes home, turn of the heating when the window is opened,
or reduce the heating temperature during the night.
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• Context-based self-learning
intrusion detection system
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• No additional app: monitoring through Home Assistant
• Unsupervised Deep Recurrent Autoencoder (RAE)
• Time-adapting threshold for detection
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• 5 Real-world dataset
• 8 Real-world attacks
• Time-adapting 

threshold
• Perfect attack
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• FPR ≤ 0.03%

Evaluation and Results

• Stealthy IoT infiltration attacks,
e.g., via insecure webservices

• Possible harm or damages

Problem
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of IoT control plane to trigger
normal looking actions IoT devices

• A has not access to IoT devices
• Context allows to distinguish

benign actions and attacks 
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