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Abstract—Drones equipped with microelectromechanical system (MEMS) inertial measurement unit (IMU) sensors are exposed to acoustic injection attacks. These attacks resonate sensors, compromising their output and causing drones to crash. Several mitigation strategies have been proposed; however, they are limited in terms of practicality as they cannot make the drone fly to its planned destination in the event of an attack.

To remedy this, we aim at recovering the compromised sensor values for the practical mitigation of acoustic injection attacks. To achieve this, we first constructed a realistic testbed and delved into the implications of resonant MEMS sensors on drones. We discovered that sampling jitter, which refers to the inconsistent timing delay in retrieving sensor values, has a significant impact on the chances of a real attack. Note that while any real-time system needs to satisfy its real-time requirements, it does have sampling jitter owing to manufacturing errors or scheduling/operational overheads. The sampling jitter is negligible in terms of real-time requirements; however, we found that it became critical for drones being attacked. This is because the sampling jitter spreads the resonant sensor signals into the in-band range of the drones' control logic, thereby neutralizing the drones' safety mechanisms, such as a low-pass filter.

Considering the resonant signals affected by sampling jitter as noise, we developed a novel mitigation strategy that leverages a noise reduction technique, namely a denoising autoencoder. This approach recovers benign sensor signals from compromised ones for the resonant MEMS IMU sensors, without requiring other supplementary sensors. We implemented this prototype, termed UNROCKER, and demonstrated its capability through a series of experiments reflecting real-world scenarios. To facilitate future research, we released our source code and experimental data.

I. INTRODUCTION

Commercial drones have gathered considerable popularity for applications in delivery services, emergency rescues, and military operations [1]. Drones have high requirements in terms of their real-time responses for dealing with various conditions for stable flight. Thus, drones are equipped with a variety of sensors such as gyroscopes, accelerometers, barometers, global navigation satellite system (GNSS) sensors, and optical flow sensors. Although these sensors are indispensable for drones, they are exposed to distinct security threats unlike those in traditional software systems.

<p>| TABLE I: Past studies on the security of MEMS sensors |</p>
<table>
<thead>
<tr>
<th>Description</th>
<th>Gyroscopes</th>
<th>Accelerometers</th>
</tr>
</thead>
<tbody>
<tr>
<td>Attack</td>
<td>Denial of Service (DoS)</td>
<td>[2]</td>
</tr>
<tr>
<td></td>
<td>Spoofing</td>
<td>[3]</td>
</tr>
<tr>
<td>Mitigation</td>
<td>Mechanical Shielding &amp; Damping†</td>
<td>[2], [3]</td>
</tr>
<tr>
<td></td>
<td>Circuit-Level Change†</td>
<td>[2], [3]</td>
</tr>
<tr>
<td></td>
<td>Sampling Rate Change†</td>
<td>[3]</td>
</tr>
<tr>
<td></td>
<td>Detection</td>
<td>[9], [10]</td>
</tr>
<tr>
<td></td>
<td>Partial Sensor Value Recovery</td>
<td>[11], [12]†</td>
</tr>
<tr>
<td></td>
<td>Full Sensor Value Recovery</td>
<td>*</td>
</tr>
</tbody>
</table>

† These require hardware modification; thus, they are not directly applicable.
‡ This requires supplementary sensors that are unaffected by the attack.
* These are our focus to make drones accomplish the assigned missions.

Sensors are used to measure physical properties as quantitative values. Therefore, by design, they can measure malicious signals transmitted by adversaries in addition to normal (benign) signals. Exploiting this, several studies have demonstrated the feasibility of attacks against various sensors in drones, that can cause the drones to crash. In particular, these attacks manipulate the values of microelectromechanical system (MEMS) inertial measurement unit (IMU) sensors, such as gyroscopes [2], [3] and accelerometers [3], [4], by resonating these sensors with acoustic noise.

Notably, acoustic injection attacks are becoming increasingly serious, practical security threats owing to the technical improvements in sonic weapons. For example, a long-range acoustic device (LRAD) [5], which is a type of directed energy weapon [6], is widely employed as an anti-drone solution [7]. Moreover, the significance of the acoustic noise effect is also well-known in the military. The military environmental test standard (Method 515.8 of MIL-STD-810H [8]) explicitly specifies the necessity of testing the system's robustness against acoustic noise in the development stage.

Several mitigation strategies have been proposed to address the attacks on MEMS sensors, as shown in Table I. However, these strategies entail limitations in terms of their practicality. For instance, mechanically shielding these sensors [2] and applying sampling randomization [4] may not fundamentally prevent these attacks, while requiring comprehensive analyses of their side effects on drones. In particular, heating problems need to be considered when applying mechanical shielding [2], [13]. Although sampling randomization may address spoofing attacks, it makes drones more vulnerable to a denial of service (DoS) attack [3]; this aspect is described in further detail in §V-F. Conversely, detection-based approaches have been proposed [9], [10]; however, these do not include contingency plans for the drone’s flight. The recently proposed sensor recovery approach [11], [12] is promising; however, its current status remains immature as its recovery lasts only for a few seconds.
Consequently, these approaches cannot work against persistent attacks. Moreover, the current state-of-the-art recovery [11] approach requires other supplementary sensors; thus, it cannot be employed if all the sensors are compromised simultaneously. To summarize, thus far, a practical mitigation strategy that enables drones to continue their flight toward the target location has not been reported.

In this regard, it is necessary to determine whether compromised MEMS sensors can be recovered without requiring additional supplementary sensors. This would enable the drones to continue flying toward the target location and accomplish their assigned missions. To achieve this, we thoroughly investigated the implications of compromised sensor values on the drones’ control logic. In particular, we focused on MEMS gyroscopes and accelerometers, because these are essential for controlling the attitude and position of drones.

We first developed an acoustic injection testbed that emulates the realistic behaviors of the drones under attack (§IV). Testing attacks with actual drones can be cost-expensive as these attacks can physically damage drones. However, the developed testbed enabled detailed investigations of the drones’ behavior, without any risk of physical damage. We implemented this testbed on PX4, which is an industry-leading, open-source drone project. Notably, PX4 provides simulators that can test drone software for planned missions, under both the software- and hardware-in-the-loop (SITL and HITL) modes. Using PX4, we implemented software models of the resonant sensors to simulate attacks. Finally, we automated the simulation procedures for rapid and repeated analyses.

Using this testbed, we conducted a series of rigorous experiments, and thus, discovered that sampling jitter, which refers to the inconsistent timing delay in retrieving sensor values, has a significant impact on drone crashes during an attack (§V). Note that although a real-time operating system (RTOS) is guaranteed to satisfy the deadline for its designated operation, it does have sampling jitter owing to manufacturing errors or scheduling. The sampling jitter does not significantly affect the drones in a benign situation [14]. However, under acoustic injection attack, it acts as a key factor in a drone crash, by spreading the resonated sensor signals across multiple frequencies, which include the in-band range of the drones’ control logic. Thus, it neutralizes the safety mechanisms of the drones, such as a low-pass filter (LPF). Consequently, even a small amount of resonant noise could cause the drone to crash in the presence of sampling jitter. Additionally, based on our investigations, we discovered several misbeliefs associated with previously proposed mitigation methods.

Our investigations revealed that, from the perspective of signal processing, the spread resonant signal caused by the sampling jitter can be considered as additive noise in the original signal. Based on this observation, we developed a novel mitigation strategy that leverages a noise reduction technique to recover benign MEMS sensor signals from the compromised ones, without requiring supplementary sensors (§VI). To this end, we used a denoising autoencoder (DAE), which is a popular neural network model used for noise reduction. We subsequently implemented a prototype of this proposed recovery model, UNROCKER. Thereafter, we demonstrated its capability through a series of experiments with real-world scenarios.

In summary, our contributions can be stated as follows:

- We developed an acoustic injection testbed for MEMS gyroscopes and accelerometers; this testbed enables automated testing of the influence of compromised sensor values on drones, without the risk of physical damage to the drones.
- Using this testbed, we conducted rigorous experiments and discovered that sampling jitter is the essential factor influencing drone crashes during attacks. Notably, sampling jitter has not been discussed in previous studies.
- During our investigations, we discovered that sampling jitter produces noise-like signals. Based on this finding, we developed a novel approach that adopts a noise reduction technique, particularly a DAE, to recover the benign values of compromised MEMS sensors.
- We implemented a prototype recovery system, UNROCKER, and demonstrated its capability through various experiments including real-world scenarios on physical sensors.
- We released our code, dataset, and demo videos [15].

II. BACKGROUND

A. Attitude and Position Control in Drones

The attitude and heading reference system (AHRS) is vital for drone flight as it computes the attitude (i.e., roll, pitch, and yaw) and position (i.e., forward/back, up/down, and left/right) of the drones, as depicted in Fig. 1. Specifically, the AHRS comprises IMUs with gyroscopes and accelerometers to measure the angular rate and acceleration, respectively. Based on the measured sensor values, it computes the attitude and position of the drones. To minimize errors, the values of various types of sensors can be combined in a complementary sense, which is referred to as sensor fusion. Notably, the extended Kalman filter (EKF) is a popular sensor fusion algorithm used in open-source drone projects [16], [17].

B. MEMS IMU Sensor

An IMU typically consists of a gyroscope and an accelerometer on a single integrated chip. Owing to their lightweight and low cost, MEMS IMUs are widely used in commercial drones for attitude and position control. The typical structure of the sensors in MEMS IMUs is illustrated in Fig. 2.

MEMS Accelerometer. An accelerometer is used to measure the acceleration of linear motion based on inertial force. It contains a proof mass on a spring that can travel back and forth along the sensing direction, i.e., the axis. Upon applying a force, the mass tends to remain stationary owing to its inertia. Thus, the spring is stretched or compressed, and this creates variations in capacitance because of the fixed outer plates...
MEMS Gyroscope. A MEMS gyroscope measures the angular rates based on the Coriolis effect. It operates in two orthogonal directions simultaneously, such as driving and sensing directions, as shown on the right of Fig. 2. Here, its operation for each direction is referred to as drive and sense modes, respectively [20], [21]. It contains a proof mass on a spring that continuously oscillates in the driving direction. In case the gyroscope rotates, the rotating force is applied to the oscillating mass. The vibration of this rotating mass creates an orthogonal force (i.e., the Coriolis force) in the sensing direction, which is the cross-product of the rotational and driving directional axes. Eventually, this force causes changes in capacitance (voltage change). By measuring this capacitance change, the gyroscope computes the displacement of the mass in the sensing direction and uses it to compute the angular rate using the Coriolis force:

\[ F_{\text{coriolis}} = -2m(\omega \times v) = -kx \]  

where \( m, \omega, v, k, \) and \( x \) denote the mass, angular rate, velocity of the proof mass, spring constant, and displacement of the mass, respectively.

The frequency response of each operation mode can be determined in the design stage of the gyroscope, particularly for its mechanical structures and coefficients. An exemplary gyroscope’s response characteristics of the drive and sense modes over various frequencies are plotted in Fig. 3, where \( \omega_d \) denotes the driving frequency. Although the driving frequency is designed as fixed, it can fluctuate in practice owing to external factors such as manufacturing errors, temperature, and aging. Therefore, a driving frequency is often set in the middle of the flat response region of the sense mode; thus, the gyroscope can produce stable output regardless of external factors [20], [22].

C. Acoustic Injection Attack

By design, MEMS gyroscopes and accelerometers are vulnerable to acoustic injection attacks, because they include a mechanically moving proof-mass. The resonance of this proof mass can cause fluctuations in the capacitance values, thereby compromising the final computed values. Moreover, in the case of MEMS gyroscopes, resonating the mass at a frequency where the sense mode responds intensively (the left or right peaks in Fig. 3) can amplify the implication of the attack. Notably, the resonance frequency of each sensor is determined by the coefficient of each element in the sensor, such as the springs or dampers. Thus, accurate estimation of this coefficient could be challenging. Instead, adversaries can identify the resonance frequency by injecting acoustic signals over a range of frequencies and monitoring the output sensor values. Additionally, if the driving frequency of the target sensor is specified in its datasheet, adversaries can infer the resonance frequency with reference to this driving frequency [23], given that the resonance frequency resides near the driving frequency (Fig. 3).

The typical workflow of an acoustic injection attack is illustrated in Fig. 4. Initially, the adversary emits a malicious acoustic signal that resonates the MEMS structure of the sensor (e.g., the proof mass). Subsequently, the sensed analog signal is converted into digital data through an analog-to-digital converter, and the digital data are transferred to the flight controller (FC) of the drones. Ultimately, the AHRS in the FC computes the attitude and heading based on these transferred sensor values to determine the appropriate actions for the rotors.

D. Sampling Sensor Values in Drones

Sampling is the process of converting a continuous signal into a series of discrete values [24]. Therefore, if the sampling frequency is inadequately low, the sampled values may represent the original signal in a distorted form, which is referred to as aliasing. To avoid this, the sampling frequency should be at least twice that of the original signal, as indicated by the Nyquist–Shannon sampling theorem [25].

By contrast, with respect to the acoustic injection attack, a compromised (resonated) sensor signal exists at a considerably higher frequency (several kHz). As this frequency is significantly higher than the sampling frequency of the drones (400 Hz for ArduCopter [17] and 250 Hz for PX4 [16]), the effect of aliasing markedly increases. This is because the resonated signal is under-sampled to a signal with a frequency ranging across only half of the sampling frequency. For instance, if the sampling frequency is 250 Hz and the resonated signal has a frequency of 5,040 Hz, the resonated signal would be under-sampled to a 40-Hz signal: \( 5,040 \mod 250 = 40 \).

Based on the Nyquist-Shannon sampling theorem, an under-sampled resonant signal can be expressed as follows:

\[ s'(t) = A_i \cdot \cos(2\pi(F_i - N \cdot F_s)t + \phi) \]  

where \( A_i \) denotes the induced gain (amplitude) of the injected acoustic signal, \( F_i \) indicates the induced frequency, and \( F_s \) denotes the sampling frequency. Here, \( N, t, \) and \( \phi \) represent the number (for modular operation), timestamp, and phase of the under-sampled resonant signal, respectively. Thus, \( A_i \cdot \cos(2\pi(F_i - N \cdot F_s)t + \phi) \) indicates the induced resonance effect considering the under-sampling effect of the induced signal at frequency \( F_i \).

In real-world scenarios, the sampling frequency can vary because of various external factors, such as manufacturing errors, imprecise internal clocks, or scheduling issues. Thus, such factors can increase the implications of an acoustic injection attack to an even greater extent by distorting the original resonated signal.
III. OVERVIEW

Our goal is to make drones accomplish their planned missions under acoustic injection attacks. Accordingly, we aimed at recovering the benign sensor values from the compromised ones. An overview of our approach is illustrated in Fig. 5. First, to delve into the implications of compromised sensor values on drone behavior, we developed a testbed that can simulate an acoustic injection attack on a MEMS IMU. To simulate the attack, we conducted an empirical analysis of the resonated MEMS sensors to construct their software models (1 and 2 in Fig. 5). Thereafter, we conducted a series of experiments to investigate the implications of the attack on the drone system and, consequently, determined several new findings (3). Notably, we discovered that sampling jitter is a critical factor that causes drone crashes. Considering a compromised signal affected by sampling jitter as noise, we developed a sensor recovery technique that attenuates the compromised sensor values and recovers the benign ones using a denoising technique (4).

A. Threat Model

Here, we assume a strong adversary capable of remotely transmitting a strong acoustic and ultrasonic signal to the target drones to initiate a DoS or spoofing attack. This adversary possesses comprehensive knowledge of the structure and operating logic of the target drones. Therefore, they are completely aware of the model of the sensors employed on the drones, and their sampling frequencies. Consequently, they can generate and transmit a malicious signal at the resonance frequency of the sensors on the MEMS IMUs in the drones. Here, the adversary utilizes the resonance frequency that yields the peak (maximum) response of the sensor. Additionally, he or she can perform an attack on all MEMS sensors simultaneously, thereby incapacitating mitigation strategies that utilize other supplementary sensors [11], [12]. Lastly, the adversary can continue this attack for a prolonged period. Thus, unless the drone can mitigate the attack persistently, it will not be able to continue flying toward its target location and will fail to accomplish the assigned mission.

B. Analysis Target

We selected PX4 as the target drone software, which is an industry-leading, open-source drone project. PX4 enables both SITL and HITL simulations, which can be used to test drone software for planned missions; thus, we leveraged this feature to develop an acoustic injection testbed. Notably, SITL and HITL simulations are commonly employed in aerospace engineering to evaluate both flight control logic and hardware [26], [27]. SITL is an entirely software-based simulation used for testing the FC software of drones. In contrast, HITL is a hardware-assisted simulation that is widely used for evaluating the FC software using a physical board [26], [28]. As HITL utilizes physical hardware to run the flight control logic during simulation, it reflects hardware issues, such as operational or scheduling times. We used both simulation types to thoroughly investigate the implications of the compromised sensor values on a drone. Through a comparative analysis of SITL and HITL, we discovered sampling jitter (§V), a critical factor for acoustic injection attacks that has not been discussed in previous studies.

C. Experimental Setup

All experiments were performed on a server equipped with Intel Core i9-10900K at 3.70 GHz, 128 GB DDR4 RAM, GeForce RTX 2070 GPU, and 2 TB SSD, operated on Ubuntu 20.04. To generate the acoustic signals, we prepared a function generator, RIGOL DG1000, which supports a wide range of frequencies. We then input the generated signals to a JBL Stage A120 speaker, through an Omnitronic MK-60DG amplifier.

IV. ACOUSTIC INJECTION TESTBED

As mentioned earlier, testing the acoustic injection attack in practice requires heavy experimental overheads. Specifically, it needs a speaker and a physical drone. The speaker must be able to aim the flying target drone and emit an attack signal precisely at the resonance frequency of the target sensors. Furthermore, such an approach can physically damage drones; which necessitates the use of several spare drones. By contrast, a software testbed enables rapid and reproducible analyses without these experimental overheads. Therefore, we developed a software-based acoustic injection testbed.

We implemented our testbed based on the PX4 simulator. Specifically, we developed software models of the resonant MEMS sensors and integrated these models into the simulator.

A. Modeling Resonant MEMS IMU Sensors

Our testbed uses emulated sensor values based on the software models of the resonant MEMS sensors on drones. As drones can be stationary or flying in real-world scenarios, these software models should account for both cases.

Researchers [4] successfully modeled the resonant signal of MEMS accelerometers under both stationary and dynamic cases. However, in the case of MEMS gyroscopes, researchers [30] only modeled stationary cases without considering dynamic cases. In this work, we simply adopted the previously reported model for accelerometers. For the gyroscopes, we developed a resonant signal model reflecting dynamic cases based on any

Fig. 5: Our approach overview (§IV: 1 & 2, §V: 3, §VI: 4).

Among the several commercial drones implemented based on PX4 [29], we selected 3DR Iris and Solo as our target drones, because they are widely used (as default) by PX4. As the HITL simulation requires actual hardware, we prepared an FC board named Pixhawk, which was used as default by the target drones. The Pixhawk board is equipped with two MEMS IMUs from InvenSense, namely, ICM-20689 (primary IMU) and ICM-20692 (secondary IMU), which include both gyroscopes and accelerometers. We also prepared a finished product of 3DR Solo to validate the simulation results.
the proposed stationary model [30]. Hereafter, we describe the related details.

**Modeling Resonant MEMS Accelerometers.** As described in §II, an acoustic attack signal can resonate with a MEMS accelerometer. When resonated, the accelerometer generates a resonated signal in addition to its original sensor signal. This resonated signal can be represented as the sum of the original signal and the resonant signal. In this context, a previous study [4] expressed the resonant signal \( \hat{s}_{\text{acc}}(t) \) as follows:

\[
\hat{s}_{\text{acc}}(t) = s_{\text{acc}}(t) + A_i \cdot \cos(2\pi F_a t + \phi)
\]

where \( s_{\text{acc}}(t) \) denotes the original sensor signal, \( A_i \) denotes the induced amplitude of the attack signal, \( F_a \) denotes the resonance frequency, and \( \phi \) denotes the phase of the attack signal. We used this equation in our accelerometer model.

**Modeling Resonant MEMS Gyrosopes.** The operation mechanism of a MEMS gyroscope is distinct from that of the accelerometer, as it operates in two orthogonal directions, namely sensing and driving directions (§II). Therefore, resonance can appear in both directions, producing the resonant signal for each direction. Consequently, the output signal of a resonant gyroscope can be represented as a mixture of three signals: (1) a benign angular rate (2) the cross-product of a benign signal and a resonant signal in the driving direction, and (3) a resonant signal in the sensing direction. The first, second, and third terms in Equation (4) and in Equation (5) denote the signal of (1), (2), and (3), respectively.

A prior study [30] proposed a resonant gyroscope model, particularly for stationary cases. Although this study is insightful, the authors only focused on stationary cases where the benign signal \( \Omega(t) \) is zero. Thus, they only needed to consider the last term, i.e., the resonant signal in the sensing direction.

To remedy this, we derived an equation model of resonant MEMS gyroscopes considering dynamic cases. We first modeled the displacement of the proof mass in resonated gyroscopes along the sensing direction, as follows:

\[
\hat{x}(t) = S\Omega(t)\cos(\omega_d t) + A_d\Omega(t)\cos(\omega_{\text{ac}} t + \phi) + A_s\cos(\omega_{\text{ac}} t + \phi)
\]

where \( \hat{x} \) denotes the displacement of the proof mass in the resonant gyroscope with moving positions; \( S, A_d, \) and \( A_s \) denote the scaling gains of the drive-mode-driven Coriolis force, acoustic-noise-driven Coriolis force, and direct impact on acoustic noise on the sensing direction, respectively.

To derive the angular rate from Equation 4, we divided both sides by the scale gain \( S \). Then, we multiplied \( \cos(\omega_d t) \) to remove the \( \omega_d \) component caused by modulation. Finally, Equation 5 is obtained by applying an LPF to remove the harmonic component generated by the modulation.

\[
\hat{\Omega}(t) = \Omega(t) + \Omega(t) \left( \frac{A_d}{S} \cos((\omega_{\text{ac}} - \omega_d) t + \phi) \right) + \left( \frac{A_s}{S} \cos((\omega_{\text{ac}} - \omega_d) t + \phi) \right)
\]

where \( \Omega(t) \left( \frac{A_d}{S} \cos((\omega_{\text{ac}} - \omega_d) t + \phi) \right) + \left( \frac{A_s}{S} \cos((\omega_{\text{ac}} - \omega_d) t + \phi) \right) \) denote the angular rate components of the \( \Omega_{\text{false}}(t) \) signal induced by the acoustic signal that occurs in the driving and sensing directions, respectively.

The impact of an acoustic signal on MEMS gyroscopes can be analytically divided into two orthogonal directions: the sensing direction and the driving direction (§II-B). We calculated the relative magnitude \( G_{\text{rel}} \) of the two angular rates of each mode that makes up \( \Omega_{\text{false}}(t) \).

The sensing directional excitation \( x_{\text{acS}} \) can be expressed as:

\[
x_{\text{acS}} = x_s \cdot \cos(2\pi f_{\text{ac}} t + \phi)
\]

where \( x_s \) denotes the sensing directional distance deviation caused by the acoustic signal, and \( \cos(2\pi f_{\text{ac}} t + \phi) \) represents the sinusoidal form of the acoustic frequency (\( \omega_{\text{ac}} = 2\pi f_{\text{ac}} \)). Similarly, the driving directional excitation \( x_{\text{acD}} \) can be described as follows:

\[
x_{\text{acD}} = x_d \cdot \cos(2\pi f_{\text{ac}} t + \phi)
\]

where \( x_d \) denotes the driving directional distance deviation caused by the acoustic signal.

We assumed that \( x_s \) and \( x_d \) have similar orders of magnitude, that is, \( x_d \approx x_s = x \). Recalling our threat model (refer to §III-A) and Fig. 3, this was a severe assumption for the driving directional impact. Although the sensing directional excitation is directly converted into the electric signal, the driving directional excitation should be transferred to the sensing directional deviation detected by the sensing mass. Upon applying the Coriolis force equation (Equation 1), the induced deviation in the distance to the sensing direction with respect to the excitation signal in the driving direction can be derived as follows:

\[
x_{\text{SacD}} = \frac{2m \Omega}{k_s} \cdot \frac{\partial x_{\text{acD}}}{\partial t} = \frac{4\pi m f_a x_d \Omega \sin(2\pi f_{\text{ac}} t + \phi)}{k_s}
\]

Subsequently, the relative gain \( G_{\text{rel}} \) is derived through dividing the amplitude of \( x_{\text{SacD}} \) by that of \( x_{\text{acS}} \), assuming that the magnitude of the distance deviation is similar to that of the acoustic excitation. Consequently, we can obtain a simplified equation, as follows:

\[
G_{\text{rel}} = \frac{|x_{\text{SacD}}|}{|x_{\text{acS}}|} = \frac{A_d \cdot \Omega}{A_s} = \frac{4 \pi f_a m \cdot f_{\text{ac}} \cdot \Omega}{k_s}
\]

where \( m \) denotes the mass of the proof mass, \( k_s \) denotes the sense mode spring coefficient, and \( f_{\text{ac}} \) denotes the resonance frequency.

In particular, \( m \) is considerably smaller than the other coefficients (\( m : 2.5 \times 10^{-9} \text{kg} \), \( f_{\text{ac}} : 23 \text{ kHz} \), \( \Omega : 10 \text{ rad/s} \), and \( k_s : 22.2 \text{ N/m} \)). Here, we referenced the values from a previous study [30], and the application of these values yielded a relative gain \( G_{\text{rel}} \) of \( 3.3 \times 10^{-5} \approx 0 \). This calculated result indicates that the angular rate of the sense mode mainly governs \( \Omega_{\text{false}}(t) \) and that the angular rate induced by the drive mode is negligible. Thus, we can remove the term related to the drive mode, and the resonant gyroscope signal for dynamic cases can be deduced as follows:

\[
\hat{\Omega}_{\text{gyro}}(t) \approx \Omega_{\text{gyro}}(t) + A_i \cdot \cos(2\pi F_i t + \phi)
\]

where \( \hat{\Omega}_{\text{gyro}}(t) \approx \Omega_{\text{gyro}}(t) + A_i \cdot \cos(2\pi F_i t + \phi) \) and the driving frequency \( (F_i = \frac{\omega_{\text{ac}}}{2\pi}) \). For clarification, we refer to \( \frac{A_i}{S} \) as induced amplitude \( A_i \).
amplitude $A_i$, to use as a reference for generating the resonant gyroscope values in the testbed. Specifically, we analyzed the spectrum of the resonating gyroscope to determine the peak response in the acoustic injection tests; these results are presented in Table II.

C. Testbed Implementation

To implement our testbed, we incorporated the developed software sensor models into the simulation framework (Gazebo v9.15) of PX4 [16]. Notably, the framework provides a high-fidelity six-degree-of-freedom simulation, which reflects the sensor values from a real flight [31], [32]. It also affords complete software-based (i.e., SITL) and hardware-assisted simulation (i.e., HITL). We customized the sensor drivers of PX4 that retrieve the sensor value to evaluate the effect of the resonance. Thereafter, we modified the messaging modules that manage commands to configure parameters for our software sensor models. For an in-depth analysis, we inserted simple code for logging the generated sensor values, status of the drones (e.g., attitude and position), and timestamps of the injected signals and drones’ operations. Finally, we built a script that could automate the experiments. In total, we implemented 1,347 lines of code to build our testbed in C++ and Python. For more details regarding our testbed, please refer to §B in Appendix and our website [15].

V. IMPLICATION ANALYSIS OF RESONANT SENSOR DATA

In this section, we explain our findings through a series of SITL and HITL experiments using the developed testbed. In particular, although existing studies argue that sensor resonance itself induces drone crashes, we found that sampling jitter causes resonating sensors to crash drones.

A. Resonant Sensors Alone Do Not Cause Crashes

It is widely accepted that resonant IMU sensors can directly cause drone crashes [2]. However, we discovered this is not always true.

Setup. For the investigation, we employed sine wave testing, which is commonly used to evaluate the robustness of the drones’ controller during the design phase [33], [34]. Sine wave testing simply feeds various sine wave signals into the control logic of the target system by varying their amplitude and frequency. Similarly, we generated various resonant sensor signals and fed them to the target drone’s control system.

Here, the resonating sensor signal can be represented as an additive sine wave, as shown in Equation 3 (for accelerometers) and Equation 10 (for gyroscopes). Although sine wave testing uses signals whose frequencies range over several tens of Hz, the test in this study involved signals with frequencies ranging from several hundred Hz to several kHz. Therefore, we carefully considered the under-sampling issues during our experiments.

For gyroscopes, we used an induced amplitude $A_i$ between 0 and 4 rad/s ($\approx 230$ deg/s) and an induced frequency $F_i$ between 0 and 250 Hz. Here, for the induced amplitude, we chose the upper bound (4 rad/s) to cover the maximum values observed during the empirical analysis (Table II) and those reported by previous studies [2], [3]. We selected 250 Hz as

<table>
<thead>
<tr>
<th>Model</th>
<th>Acoustic Freq. (Hz)</th>
<th>Max Amp. (deg/s)</th>
<th>Induced Freq. (Hz)</th>
</tr>
</thead>
<tbody>
<tr>
<td>MPU-6050</td>
<td>27,230</td>
<td>39.0</td>
<td>7.2</td>
</tr>
<tr>
<td>MPU-6500</td>
<td>27,600</td>
<td>143.9</td>
<td>129.0</td>
</tr>
<tr>
<td>MPU-9150</td>
<td>27,500</td>
<td>22.6</td>
<td>193.1</td>
</tr>
<tr>
<td>MPU-9250</td>
<td>27,410</td>
<td>100.8</td>
<td>0.9</td>
</tr>
<tr>
<td>ICM-20689</td>
<td>27,100</td>
<td>108.8</td>
<td>205.9</td>
</tr>
<tr>
<td>ICM-20602</td>
<td>27,400</td>
<td>53.1</td>
<td>19.7</td>
</tr>
</tbody>
</table>
the upper bound for the induced frequency, considering the sampling frequency (250 Hz) of the target drone.

For the accelerometers, we used a resonated amplitude $A_i$ between 0 and 90 m/s$^2$ ($\approx 9g$) and an acoustic frequency $F_{ac}$ between 5,000 and 5,250 Hz. Here, we selected a sufficient upper bound, as in the case of the gyroscopes; in other words, we referred to values measured in previous studies [4] for the amplitude. For the frequency, we selected the 250-Hz range, considering the sampling frequency (250 Hz) of the target.

Additionally, we set up a consistent environment and injected the acoustic signal into a drone under a stable state for precise experiments. More specifically, in each experiment, we first ran a simulation to fly the 3DR Solo drone and waited for it to hover at a stable altitude of 2.5 m ($\approx 15$ s). We then injected noise signals into the drone and investigated its behavior.

Fig. 7 illustrates the drone’s behavior and status for a resonant gyroscope, where the resonant signal has an $F_i$ value of 100 Hz and an $A_i$ value of 4 rad/s. Notably, the drone in the SITL experiment hovered in a stable manner, with subtle vibrations (Fig. 7a), whereas that in the HITL experiment crashed (Fig. 7b). In addition, the logged roll, pitch, and altitude of the drones in the SITL simulation remained consistent (Fig. 7c), whereas those in the HITL simulation significantly fluctuated immediately after the injection of the noise signal (Fig. 7d). The accelerometers exhibited similar behaviors as shown in Fig. 8; where the resonant signal has an $F_i$ value of 5.125 kHz and an $A_i$ value of 90 m/s$^2$.

**Summary.** From this investigation, we learned that resonant sensors do not always lead to drone crashes. Further, two questions were raised: 1) why did the drones not crash in most of the SITL experiments?, and 2) what caused the inconsistency between the SITL and HITL experiments? Hereinafter, we explore these questions.

**B. Robust Control Logic Can Prevent Drone Crashes in SITL Experiments**

We further conducted causal analyses of the SITL experiments in which the drones did not crash. Subsequently, we discovered that such behavior mainly originated from two factors: 1) the sensor drivers contain digital LPFs that filter out unwanted signals and 2) the in-band frequency of the control logic is considerably smaller than that of the LPF boundary.

**Digital LPFs.** Digital LPFs are often employed in control systems such as those of drones to eliminate unwanted band signals (i.e., out-band signals), including noise or harmonic components [30], [35]. In general, they are located in the software drivers of the drones that retrieve sensor values; thus, they are distinct from the analog LPFs inside the sensors.

In our experiments, the drone employed a digital LPF with a cutoff frequency of 30 Hz; this implies that the LPF filtered out all signals whose frequencies exceeded 30 Hz.

**In-band Frequency Range of the Control Logic.** Additionally, we conducted a simple test, where an acoustic signal was directly injected into the control logic under the SITL test by disabling the digital LPF. Here, we injected resonant signals by sweeping the induced frequency from 0 to 125 Hz, where 125 Hz denotes half of the sampling frequency of the drone.

As a result, we discovered that the drone crashed for signals with frequencies of just 0–5 Hz. In other words, for signals whose frequency ranged between 5 and 125 Hz, the drone successfully continued flying, without crashing. This demonstrated that the in-band frequency range of the drone’s control logic was 0–5 Hz; thus, most of the resonant signals were ineffective.

To identify the in-band range of the target drone more precisely, we further conducted experiments by modeling the drone using a system identification method [36], [37]. System identification involves approximately building a model, namely a transfer function, for the target system using several input-output pairs. Prior research has introduced a similar approach for modeling a drone [9], [38]. Accordingly, we set up a closed-loop system model of a quadcopter, as illustrated in Fig. 9. Herein, we employed the angular rate as the input (u), along with its corresponding attitude control commands, such as

![Fig. 9: Closed-loop system model of a quadcopter.](image)
the roll, pitch, and yaw, as the output (y). Thereafter, we collected these values using our testbed, input them into MATLAB’s system identification toolbox, and obtained a transfer function \(G(s)\).

The resulting transfer function is shown in Fig. 10. Notably, the -3-dB point is the de facto standard to measure the in-band range of a system, as it guarantees the response of the system in a stable manner [39]. The -3-dB points of the transfer functions were 4.32, 5.37, and 0.005 Hz, for roll, pitch, and yaw, respectively. That is, the in-band frequency range of the target drone was approximately 0–5 Hz.

Summary. In most of the SITL experiments, the drone did not crash owing to the digital LPF and the narrow in-band range of the control logic. This investigation revealed that simply excluding MEMS IMU sensors whose resonance frequency lies within the in-band range can prevent drones from crashing in the SITL experiments while drones crashed in all the HITL experiments. In this case what caused the resonant signals to bypass the digital LPF and affect the in-band range? Hereinafter, we explore this question.

C. Sampling Jitter as a Critical Factor for Drone Crashes

Resonant Sensor Signals are Dispersed in HITL Experiments. To identify the root causes of the drone crash in the HITL experiments, we first monitored the resonant sensor signals in both the SITL and HITL experiments before and after the low-pass filtering in the drones’ control logic. After logging the sensor signals at each point, we investigated the spectrum of the sampled signals.

Fig. 11 illustrates the sampled resonant signals whose resonance frequency is 5,100 Hz. In an ideal case, this signal will be under-sampled to a signal whose induced frequency is 100 Hz; 5,100 mod 250 = 100, where 250 is the sampling frequency of the target drone. The blue line (1) depicts the spectrum of benign sensor data, which are largely at low frequencies within the ‘in-band’ frequency. The green plots (2) in the figure depict the spectrum of an ideal resonant signal from the SITL simulation, which does not include hardware issues. Note that the acoustic signal shows peak response at 100 Hz, which is still out-of-band. By contrast, the orange plots (3) represent the resonant sensor signal before the low-pass filtering in the HITL simulation on a physical Pixhawk board. Notably, the peak at 100 Hz in the green plots was dispersed over multiple frequencies (0–125 Hz) in the orange plots owing to the sampling jitter. Lastly, the red plots (4) indicate the dispersed orange plots after the signals were passed through the low-pass filter. Recall that the target drone employed a digital LPF with a cutoff frequency of 30 Hz. Because the dispersed resonant signal (≤ 30) is within the range of the low-pass filter, it is not completely removed after filtering. As compared with the benign sensor data spectrum (1), the residual resonant signal (4) is substantially dominant. Consequently, it was passed to the control logic of the drone and affected its behavior. These unfiltered signals influence the sensor fusion filter (i.e., EKF), preventing accurate estimation of the position or attitude. In compromised cases, we observed several consequences, such as EKF fail-over, position error, or sensor inconsistency error. For the details of these consequences, refer to Video-C on our website [15].

Sampling Jitter causes the dispersion of the resonant signals. If so, what caused the dispersion in the HITL experiments? Recall that a resonant signal is generally under-sampled as its frequency is considerably higher (several kHz) than the drone’s sampling frequency (250 Hz). Notably, hardware developers are aware that such under-sampled signals are more susceptible to sampling jitter, which is essentially an inconsistent timing delay in retrieving the sensor values [40], [41]. Particularly, the under-sampled signals can be spread out by sampling jitter, as shown in Fig. 11. However, none of the previous studies on acoustic injection attacks have discussed this issue. Accordingly, we further investigated the implications of sampling jitter on the resonant signals. We simply measured the sampling interval after the retrieval of sensor values at the sensor drivers and before the sensor values were transferred to the control logic.

Fig. 12 illustrates the measured sampling intervals in each experiment. The average sampling interval (4 ms) corresponds with the sampling frequency (250 Hz) of the drone. However, several sensor values were sampled imprecisely, with large deviations. More specifically, although the standard deviation of the sampling intervals was nearly 0 in the SITL experiments, that in the HITL experiments was approximately 457 μs. Additionally, we conducted the same experiment with a commercial drone, 3DR Solo. As the drone utilized the same board as that employed in the HITL experiments, it also showed substantial sampling jitter, with a standard deviation of approximately 103 μs. This result demonstrates that sampling jitter is indeed present in real-world scenarios. However, is this sampling jitter sufficient to cause drone crashes?

In-depth Analysis of Sampling Jitter. To address the aforementioned question, we performed additional in-depth analyses for the sampling jitter. We conducted the same SITL experiments, but added an intentional random jitter during the retrieval of resonant sensor values in the sensor drivers. Thereafter, we investigated 1) drone crashes in the presence of jitter, and 2) the threshold of the jitter that caused the drone crashes for the sampled resonant sensor signals. For the gyroscopes, sampling jitter that was greater than 80 μs could cause the drone to crash. In the case of accelerometers, 6-μs sampling jitter was sufficient to crash the drone. For both sensors, the threshold sampling jitter that crashed the drone was considerably smaller than those in the HITL and actual drone experiments. Consequently, we concluded that the sampling jitter during hardware operation is a key factor influencing drone crashes during attacks.

We also measured the signal-to-noise ratio (SNR) to investigate the influence of sampling jitter on the original signals.
Impact of Sampling Jitter in Actual Sensors. Sampling jitter is inherent in an FC board, and it originates from multiple sources, primarily from hardware imperfections (refer to §V-E and §A in the Appendix). Thus, the sampling jitter is not controllable. To investigate the actual influence of the sampling jitter, we measured the resonant sensor signals using physical sensors under attack, and the results are presented in Fig. 13. Notably, the results are similar to those in the Hitl test (Fig. 11). The blue line depicts the spectrum of benign sensor data. The orange plots represent the resonant sensor signal before low-pass filtering on a physical Pixhawk board while injecting actual sound with a speaker. Notably, the resonance signal with an induced frequency of 110 Hz is dispersed over multiple frequencies (0–125 Hz) as shown in the orange plots. As depicted in the red plots, even though the out-band noises are diminished, the dispersed in-band signals are not filtered with an LPF. These unfiltered in-band noises are large enough to overpower the benign signals.

Summary. We investigated the inconsistent results between the ideal (SITL), and the hardware-related (Hitl as well as actual sensors) experiments. Subsequently, we discovered that sampling jitter plays a critical role in drone crashes by spreading the resonant signals across various frequencies, including the in-band frequency of the drones.

D. Effect of Sampling Jitter in Actual Drones

To confirm the effect of sampling jitter in the real world, we conducted an additional experiment using an actual drone, 3DR Solo. After inserting the resonant software sensor models into the drone’s firmware, we set the drone to hover at an altitude of 2 m. Then, we initiated the attack to inject resonant sensor signals into the drone.

As actual drones naturally include sampling jitter, the generated resonant sensor signals are already affected by sampling jitter. To emulate the status without sampling jitter, we slightly modified the timestamp during the generation of the resonant signals, such that the resonant signals had an exact timestamp of 4 ms (250 Hz), which is the sampling frequency of the drone’s sensor drivers.

As shown in Fig. 14, the presence of sampling jitter affected the output sensor signals and eventually crashed the drones for both the gyroscopes and accelerometers. This confirms that sampling jitter is a critical factor influencing drone crashes during an attack. For a demo, please refer to Video-B on our website [15].

E. Empirical Evidences of Sampling Jitter

Next, we investigated the potential causes of sampling jitter. As expected, multiple factors can cause sampling jitter. Here, we introduce three potential causes discovered during our investigation.

Scheduling Issues. First, control systems often employ an RTOS to satisfy the strict computational requirements. Although an RTOS ensures that its executable tasks are compliant with the deadlines, it does not ensure the deterministic execution of the tasks, i.e., a task in an RTOS is scheduled to be executed within a specific deadline but not at a specific moment. Consequently, scheduling jitter naturally occurs on the execution of a periodic task. In practice, such scheduling jitter is prevalent in several control systems [42]–[44]. To confirm this, we measured the scheduling jitter of the sensor task for our target system, PX4 running an RTOS named NuttX. As a result, we observed a scheduling jitter of 124.6 µs with a standard deviation, which is comparable to the period of the acoustic frequency.

Operation Interval Mismatches. Second, each task in a drone is scheduled to be performed at designated intervals. However, the operation period of the drone’s control logic may not match that of the sampling logic (in sensor drivers) retrieving the sensor values. Such mismatches may not cause an issue during benign operation, i.e., in the absence of an attack, because the sensor loop ensures that the main loop receives new data in this setup. However, if the sensors are under attack, this misaligned time interval can cause jitters from the perspective of the main control logic. By investigating the source code of PX4 and ArduCopter, we discovered several cases in which the sensor drivers implemented in the drone firmware used time intervals that are different from those of the operation interval of the control logic. For instance, the sampling frequency (1000 Hz) of the InvenSense drivers in ArduCopter is 2.5 times higher than that (400 Hz) of the control logic. For detailed results, refer to Table VI in §A of the Appendix.

Imprecise Clocks. Each MEMS sensor includes its own clock source to independently process analog-to-digital (ADC) sampling. Nonetheless, this clock source was not synchronized with that of the FC. Such a mismatch can cause inaccurate clock timings when processing sensor values, thus resulting in jitters. During our experiments, we observed a 5 % precision error (Fig. 21 in §A of the Appendix).

F. Misbeliefs in Previous Mitigation Methods

During our investigations, we identified several misbeliefs associated with previous studies regarding mitigation strategies.

Low-Pass Filters Cannot Mitigate the Attacks. A previous study [4] proposed that employing LPFs can mitigate attacks. Notably, LPFs can be largely divided into two categories:
analog and digital. As analog circuits cannot completely suppress the electric signals at unwanted frequencies owing to hardware issues, a part of the resonant signals can remain and affect the drone’s control logic. By contrast, digital LPFs can almost entirely suppress unwanted frequency signals. Nevertheless, when using either type of LPF, it is challenging to completely filter out the resonant signals affected by the sampling jitter. This is because the sampling jitter spreads the under-sampled resonant signals across the in-band frequency range, as discussed in §V-C. Thus, both analog and digital LPFs cannot mitigate acoustic injection attacks.

**Sampling Randomization Increases Vulnerability to DoS Attacks.** Prior studies [3], [4] have suggested that sampling randomization can prevent spoofing attacks in MEMS sensors. This approach is indeed promising to prevent spoofing attacks; however, during our experiments, we discovered that it increases vulnerability to DoS attacks (for a demo, refer to Video-D on our website [15]). As this mitigation randomizes the sampling phase, it essentially increases the possibility of under-sampling the resonant sensor signals. This under-sampling can affect the sampled signals in a similar manner as sampling jitter: by spreading the sampled signal across multiple frequencies, including the in-band range. In addition, ideal uniform sampling is fundamentally infeasible in actual hardware. Thus, such inherent nonuniform sampling makes actual drones more vulnerable to DoS attacks. Therefore, random sampling cannot be the ultimate solution to prevent such attacks.

**VI. Recovering Resonant Sensor Values**

Based on an in-depth analysis of the resonant sensor signals, we learned that they are spread across the in-band frequency range of the drone’s control logic owing to the sampling jitter. These in-band resonant signals subsequently overlap the benign signals and eventually crash the drone. Then, how can we recover the benign signals from the compromised ones?

**A. Design of Recovery System, UNROCKER**

Based on the findings (§V), we hypothesized that 1) the overlapping resonant signal can be considered noise from the perspective of benign signals, and 2) we could thus leverage noise reduction techniques to recover the benign signals. Our intuition is that the compromised signal is essentially a combination of the benign and resonant signals, as demonstrated in §IV-A. Thus, removing this noise component from the compromised signal would yield a benign signal.

First, we investigated if using conventional heuristic denoising filters could mitigate the impact of acoustic injection attacks. As popular heuristic filters, a Savitzky-Golay (Sav-Gol) smoothing filter [45] and a wavelet domain Wiener filter [46] were employed; the latter is noted as the industry standard. Using these filters, we attempted to thwart acoustic injection attacks, but both failed. For more details, refer to §VII.

The advent of deep neural networks (DNNs) contributes to overcoming the limitations of conventional heuristic approaches [47]. Among existing approaches, we chose a DAE [48], [49] as our basis. Notably, a DAE is widely applied to safety-critical systems, including medical imaging and various industrial processes [50]–[54]. As drones are also safety-critical systems, we considered that the DAE can be applied to them as well.

Note that we do not claim that our approach is optimal. However, our unique contribution is that we applied a denoising approach to the compromised sensor signal under acoustic injection attacks, demonstrating that the attack can be effectively mitigated. Meanwhile, we also conducted a brief experiment that compares the DAE with recent advanced approaches; this also shows the robustness of DAEs (refer to §VIII).

A DAE is fundamentally an autoencoder; thus, it constitutes a cascaded form of an encoder and a decoder (Fig. 16). It converts a noisy input signal into a signal with much less noise through the encoding and decoding processes. Based on the DAE model, we designed a recovery system that we call UNROCKER. An overview of UNROCKER is illustrated in Fig. 15. UNROCKER is designed to operate in the middle of the sensor drivers and an FC; thus, it directly recovers the digitized values from the sensors. First, UNROCKER receives the sensor data from the sensor drivers. As these sensor data are transferred in a digitized form, a sufficient number of samples are required to accurately indicate the original analog signal. Thus, UNROCKER stores the received data in a queue (by means of a sliding window) and transfers the stored values to its pre-trained DAE model. Then, it delivers the output recovered sensor values to the FC.

**B. DAE Model Construction**

For the DAE model of UNROCKER, we simply borrowed a DAE model from previous work [55] as it has been widely used in various studies for signal denoising [51], [56], [57]. Note that this model was implemented with TensorFlow and Keras. We adjusted its hyper-parameters, such as the input size, step size, and epoch, by empirically iterating the training phase.

First, to set the input size, we considered the trade-off between the performance and recovery. It is obvious that a small number of input values would reduce the complexity of the network and accelerate recovery. However, few samples may not sufficiently express their tendency effectively; thus, the recovery performance would decrease. Considering the computational overhead and latency in our experimental setup, we empirically set the input size to 256, which comprises a signal of approximately 1 s.

For the batch size, we chose 32. Note that a large batch size reduces the training time, but it consumes large amounts of memory resources and sacrifices the training loss. By contrast, if the batch size is small, both the training accuracy and time increase. After iteratively testing different batch sizes, we observed that the training accuracy becomes saturated if the batch size is less than 32; thus, we used it.

For the number of layers, we also tested various combinations. For the accelerometer, we found that 18 is the best...
configuration, as depicted in Fig. 16. For the gyroscope, we applied 14 as the number of layers; from the layers of the model for the accelerometer, four Conv and Pooling pairs were reduced from the Encoder and Decoder, respectively.

We trained the DAE model for 500 epochs with a step size of 4 and, limited the loss to 0.001. For the learning curve, refer to Fig. 22 in the Appendix. We describe the details of the training dataset in the following section.

C. Resonant Sensor Dataset Construction

In general, training a model requires massive amounts of data to ensure sufficient performance. However, physically acquiring such a large number of sensor signals using actual sensors and a speaker is laborious and time-consuming. In addition, it imposes large experimental overheads because an anechoic chamber and a high-performance speaker that can emit precise acoustic signals are necessary.

To address this, we utilized the resonant sensor models and our testbed, described in §IV, for the construction of the training dataset. For this, we modified the source code of PX4’s drone firmware and implemented additional scripts to automatically run simulations and generate the signal pairs. We utilized HITL simulations during the training dataset construction to take into account the effect of sampling jitter. For a detailed analysis of the effect of sampling jitter during training between the SITL and HITL simulations, refer to §C in the Appendix.

For the HITL simulations, we used two target drones, namely 3DR Iris and Solo; these are based on the Pixhawk board. We randomly set seven waypoints at an altitude of 25–100 m as shown in Fig. 17, such that the sum of the distance between the waypoints was approximately 1.33 km. Thus, once a drone took off from the starting point, it was assigned to visit all the waypoints and return to the starting point. The time required for this operation was approximately 6 min, which entailed approximately 90k samples of the sensor values.

During the simulations, we generated and collected both resonant sensor signals and benign ones for each sensor (i.e., a gyroscope and an accelerometer). As each sensor has three axes (i.e., x, y, and z), we collected the signals for each of these sensor axes. We also ensured that the resonant signals were not transferred to the FC to make the drone fly without disturbances; thus, we collected both resonant signals and the corresponding benign signals simultaneously. Then, we used these signal pairs for the evaluation, where the benign signals were used as the ground truth.

During this step, we set the resonance frequency to 27.1 kHz and 1.83 kHz for the gyroscopes and accelerometers, respectively, as these are the resonance frequencies of the primary IMU in our target board. Additionally, we collected signal pairs by varying their amplitudes. Specifically, we used 0, 1, 2, 3, and 4 (rad/s) for the gyroscopes, and 0, 20, 40, 60, and 80 (m/s²) for the accelerometers. We also selected the upper bound of the amplitude as described in §V-A.

To construct a sufficiently large dataset, we repeated the aforementioned collection procedure six times. Thus, we collected six sets of 6-min signals for each axis, sensor, and drone. Then, we randomly split the six sets in the ratio of 4:1:1 for training, validation, and testing, respectively. In total, we collected 360 6-min signal pairs, which involve approximately 32.4M pairs of sensor values: 2 drones × 2 sensors × 3 axes × 5 amplitudes × 6 times = 360.

D. Evaluation of UNROCKER

Next, we evaluated the recovery capability of UNROCKER. To evaluate the success of recovery, we used the standard deviation of the errors between the recovered sensor values and benign ones. This method of utilizing the standard deviation has been widely employed in previous studies [2], [4] for analyzing the degree of errors between benign and compromised sensor values. Similarly, we adopted it to measure the errors between the benign and recovered sensor values, where a smaller standard deviation in the errors represents better performance.

We first trained UNROCKER using the training and validation sets for each axis, sensor, and drone (§VI-C), which resulted in a total of 12 pre-trained models. Subsequently, we used each model to recover the compromised sensor signals for the four different amplitudes in the test set: 1, 2, 3, and 4 (rad/s) for the gyroscopes, and 20, 40, 60, and 80 (m/s²) for the accelerometers.

\[
\begin{array}{|c|c|c|c|c|c|c|c|c|}
\hline
\text{Amplitude of Resonance Signals} & \multicolumn{4}{|c|}{\text{Accelerometer}} & \multicolumn{4}{|c|}{\text{Gyroscope}} \\
\hline
\text{Compromised Signals} & 20 & 40 & 60 & 80 & 1 & 2 & 3 & 4 \\
\hline
\text{X-axis} & 0.270 & 0.281 & 0.282 & 0.296 & 0.011 & 0.011 & 0.013 & 0.012 \\
\text{Y-axis} & 0.086 & 0.081 & 0.097 & 0.083 & 0.021 & 0.021 & 0.020 & 0.023 \\
\text{Z-axis} & 0.871 & 0.923 & 0.930 & 0.930 & 0.013 & 0.014 & 0.015 & 0.016 \\
\hline
\text{X-axis} & 0.311 & 0.308 & 0.342 & 0.322 & 0.254 & 0.254 & 0.276 & 0.289 \\
\text{Y-axis} & 0.125 & 0.118 & 0.131 & 0.143 & 0.046 & 0.047 & 0.047 & 0.054 \\
\text{Z-axis} & 0.973 & 0.971 & 0.970 & 1.037 & 0.031 & 0.029 & 0.034 & 0.038 \\
\hline
\end{array}
\]

\(1\) The red cells indicate that the standard deviation of the errors was destructive to drones. Note that the minimum value to crash both Iris and Solo drones was 35.4 and 1.41 for accelerometers and gyroscopes, respectively.

\(2\) The amplitudes of the benign sensor signals ranged from -18 to +3 m/s² for accelerometers, and from -5 to +5 rad/s for gyroscopes.
with a subtle bias. We placed the Pixhawk board on a flat table and injected acoustic noise into them using a speaker 10 cm away from the board (110 dB SPL). Then, we recovered the resonant sensor signals. UNROCKER successfully reduced the standard deviation of the errors from 2.361 to 0.935 for the accelerometers, and from 1.469 to 0.025 for the gyroscopes.

**Evaluation with Actual Flight Data.** We also evaluated whether UNROCKER can recover the sensor data reflecting the dynamics of real flights. For this, we collected sensor logs from a flying drone (3DR Solo) for 90 s ($\approx$22.5k samples). Then, we generated the resonant sensor signals using the software model. The results are summarized in the last row of Table III. UNROCKER successfully reduced the standard deviation of errors for all cases, demonstrating its recovery performance. Notably, this shows that the models trained in the HITL dataset can be applied for real-world data recovery.

**Evaluation with Actual Drone with Actual Injection.** To evaluate UNROCKER under real-world scenarios, we recovered compromised sensor data for a flying drone under attack. We prepared a drone equipped with a Pixhawk FC board described in §III-B. Recall that the Pixhawk board has two MEMS IMUs (primary: ICM-20689, secondary: ICM-20692), each of which has a different resonance frequency. We configured the drone to use the secondary IMU for its flight to make it continue flying while being attacked. Then, we injected actual acoustic noise using a small Bluetooth speaker attached to the target drone, as in a previous study [2]; we placed the speaker 10 cm from the drone’s FC board (110 dB SPL). Then, we collected compromised sensor data from the primary IMU and benign data from the secondary one. Lastly, we recovered the compromised data and evaluated the degree of recovery by considering the data from the secondary one as ground truth.

UNROCKER successfully reduced the standard deviation of errors from 0.71 to 0.044 rad/s for the gyroscopes, as shown in Fig. 18c. Meanwhile, we could not apply the same approach to the accelerometers because the accelerometers in the primary and secondary IMUs have similar resonance frequencies; thus, they resonated simultaneously when being attacked. One may replace one of them with another one with a different resonance frequency; however, it is not trivial to simply replace an IMU with a finished drone product as it requires expert knowledge of configuration and calibration.

**E. Towards Real-Time Drone Recovery**

Recall that our ultimate goal is to make drones continue flying to planned destinations by recovering compromised sensor values in real-time. However, real-time recovery necessitates addressing several practical challenges. Particularly, as a real-time system, a drone has a tight requirement of computational overhead and latency. For example, the sensor values in PX4 must be updated every 4 ms, as its sampling frequency is 250 Hz. However, the machine-learning (ML)-based approach typically requires more time, e.g., several seconds [58], [59], which is significantly large for PX4. We believe that fully addressing such challenges is beyond the scope of this paper. Instead, we present a proof-of-concept and share our experience towards real-time recovery to encourage future studies.

First, we investigated the timing requirements for real-time recovery in our target system PX4. For this, we forcibly caused a delay when retrieving sensor values during the HITL simulations, and then measured the maximal delay that
While our current experimental setup could not address this issue, as shown in Fig. 20b, the delayed benign gyroscope signals were not finished. When the recovered sensor signals were used, Fig. 19 illustrates the trajectory of the drones. Whereas the drones without recovery crashed down to the ground, those with recovery continued flying successfully. For a demo, refer to Video-G on our website [15].

However, we discovered that the recovery for the gyroscopes was limited in our experimental setup. As shown in Fig. 20a, after a short recovery period, gyroscope signals fluctuated and eventually crashed the drones.

We further conducted a causal analysis for the fluctuation of gyroscope signals. As a result, we discovered that a time delay in retrieving sensor values caused the fluctuation. Particularly, the data transmission between the Pixhawk board and server raised a 30-ms delay. To analyze the effect of this latency, we deliberately added a 30-ms delay to benign gyroscope signals during the HITL simulations without injecting resonant signals. As shown in Fig. 20b, the delayed benign gyroscope signals presented similar aspects to the recovered signals (Fig. 20a). While our current experimental setup could not address this latency issue, we believe that drones equipped with edge artificial intelligence (AI) computing boards may achieve real-time recovery. We further discuss this issue in §VII.

VII. Discussion

In this study, we investigated the implications of compromised MEMS IMUs on drones and developed a novel sensor recovery strategy based on a noise reduction technique. This section describes the limitations of our study, as well as the remaining insights to further improve the performance of the proposed drone recovery.

Difficulties in Intentionally Targeting In-band Range. We discovered sampling jitter to be a critical factor in an acoustic injection attack by spreading out-band resonance signals into the in-band range of the drone’s control logic (§V-C). Meanwhile, one may wonder if an adversary can directly target the in-band range without considering the sampling jitter. To address this concern, we discuss that 1) such a case is extremely challenging for a flying drone, and 2) even if it is feasible, it can be easily mitigated.

First, an adversary may intentionally manipulate the sensor’s response signal to be within the in-band range as discussed in a previous study [4]. The study presented that an adversary can manipulate the sensor’s response signal at the desired frequency. However, this is extremely challenging for flying drones owing to the environmental inconsistencies between stationary and flying drones because the driving frequency of the flying drones’ gyroscope significantly fluctuates. Note that the frequency of the gyroscope’s response signal is determined by its driving frequency; the difference between the frequency of the injected acoustic wave and the driving frequency becomes the frequency of the response signal. This driving frequency widely fluctuates depending on manufacturing errors, temperature, and aging [64]. Therefore, although the adversary conducts an attack using in-band signals identified for a stationary drone, the response signal would not likely appear within the in-band range, considering the narrow in-band range (0–5 Hz). Notably, this issue is also widely known by developers, and thus, they make MEMS gyroscopes have a wide flat sensing range (several hundred to thousands of Hz) to cover the fluctuating driving frequency for normal operation [64].

Meanwhile, MEMS accelerometers are much more sensitive to sampling jitter than gyroscopes as shown in §V-C. This means that if an adversary targets the in-band signals for the accelerometers, the actual signals sampled on flying drones will be spread more by the sampling jitter. Consequently, for accelerometers, an adversary cannot fit the resonance signals into the narrow in-band range (0–5 Hz). Similarly, Tu et al. [3] also demonstrated that only a DoS was feasible while failing on spoofing (without clear reasoning).

Based on these observations, we concluded that directly targeting the in-band range without considering the sampling jitter is extremely challenging.

Evasion of UnROCKER. As discussed above, an adversary is most likely not to be able to carefully control the resonant signal to reside within the in-band range of the target drone. Nevertheless, we evaluated the resilience of UnROCKER against potential in-band resonant signals. More specifically, we conducted experiments by shifting the attack frequency to produce compromised sensor signals at different frequencies. Additionally, we modified the amplitude by continuously increasing it. For the frequency, we shifted the resonant signal by -100 and +100 Hz because the resonating frequency of sensors is often spread out over a ±100-Hz range [65]. We generated a separate dataset containing 54 additional test cases in the same manner described in §VII-C; note that these are different from the 72 test cases shown in Table III. Consequently, UnROCKER exhibited reliable performance for all experiments listed in Table IV, showing that the standard deviation of errors resides within the range of benign signals.
TABLE IV: Recovery performance summary of UNROCKER with three attack variations and three Drone Models for Accelerometer and Gyroscope (Total of 54 cases)

<table>
<thead>
<tr>
<th>Attack variations</th>
<th>Accelerometer (σ, m/s²)</th>
<th>Gyroscope (σ, rad/s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Evasion of UNROCKER</td>
<td>+100Hz -100Hz Amp.↑  +100Hz -100Hz Amp.↑</td>
<td></td>
</tr>
<tr>
<td>Compromised Signals</td>
<td>56.64</td>
<td>56.64</td>
</tr>
</tbody>
</table>

Recovery of 3DR Iris
- X-axis: 1.023 1.570 0.357 0.031 0.057 0.013
- Y-axis: 0.276 0.289 0.199 0.118 0.097 0.028
- Z-axis: 1.097 1.112 0.940 0.038 0.154 0.021

Recovery of 3DR Solo
- X-axis: 0.790 1.550 1.076 0.333 0.372 0.390
- Y-axis: 0.377 0.441 0.322 0.096 0.105 0.059
- Z-axis: 1.252 1.241 1.082 0.075 0.106 0.037

Recovery of Flight Data
- X-axis: 3.555 5.599 2.951 0.167 0.164 0.089
- Y-axis: 2.233 2.225 2.263 0.094 0.104 0.051
- Z-axis: 3.118 3.004 2.734 0.070 0.083 0.043

† Continuously varying amplitudes of attack with slow sinusoidal pattern (50 seconds period).

TABLE V: Comparison to the heuristic filtering approaches

<table>
<thead>
<tr>
<th>Filter Types</th>
<th>Accelerometer (σ, m/s²)</th>
<th>Gyroscope (σ, rad/s)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>20</td>
<td>40</td>
</tr>
<tr>
<td>LPF</td>
<td>X (x6.2) 1.67 2.91 4.30 5.94</td>
<td>Y (x10) 0.09 0.17 0.25 0.34</td>
</tr>
<tr>
<td></td>
<td>Y (x19) 1.64 2.90 4.28 5.93</td>
<td>Z (x21) 0.10 0.17 0.25 0.33</td>
</tr>
<tr>
<td></td>
<td>Z (x28) 2.06 3.16 4.46 6.09</td>
<td>(x21) 0.09 0.17 0.25 0.34</td>
</tr>
<tr>
<td>Sav-Gol Filter</td>
<td>X (x3.9) 1.06 1.89 2.76 3.85</td>
<td>Y (x15) 0.08 0.17 0.25 0.33</td>
</tr>
<tr>
<td></td>
<td>Y (x12) 1.04 1.87 2.76 3.85</td>
<td>Z (x15) 0.08 0.17 0.25 0.34</td>
</tr>
<tr>
<td></td>
<td>Z (x28) 1.24 2.00 2.84 3.91</td>
<td>(x15) 0.08 0.17 0.25 0.33</td>
</tr>
<tr>
<td>Wiener Filter</td>
<td>X (x5.8) 1.57 1.77 2.03 2.39</td>
<td>Y (x6.3) 0.06 0.07 0.09 0.11</td>
</tr>
<tr>
<td></td>
<td>Y (x12) 0.54 0.96 1.41 1.88</td>
<td>Z (x15) 0.07 0.08 0.09 0.11</td>
</tr>
<tr>
<td></td>
<td>Z (x28) 1.17 1.43 1.74 2.16</td>
<td>(x15) 0.13 0.14 0.15</td>
</tr>
</tbody>
</table>

Comparison with Wiener Filters. To observe the validity of the data-driven ML approach, we evaluated the performance of UNROCKER with three conventional heuristic filters: a simple LPF, a Sav-Gol smoothing filter [45], and an industry standard Wiener filter [46]. Notably, the denoising performance of UNROCKER was higher than that of the LPF by up to 72% for the Y-axis signal, and it significantly deteriorated for the unseen dataset (when the Y-axis signal was used instead of DAE). It yielded better results than ours on the regular dataset (0.171 rad/s for a Solo X-axis gyroscope, which is superior to 0.289 rad/s from the original UNROCKER). This result shows that the model cannot be directly applied to sensor signal recovery, and it requires additional fine-tuning or other engineering efforts. We encourage further studies on applying promising state-of-the-art denoising techniques to mitigate acoustic injection attacks.

Comparison to State-of-the-art Denoising. Among various applications of signal denoising, speech enhancement is one of the most active approaches [80]. Past approaches in speech denoising adopted conventional spectral domain filtering (spectral subtraction and Wiener filter). However, owing to the recent development of DNNs, several ML-based approaches have been proposed [47]. As a case study, we utilized a recent DNN model called the deep-feature-loss (DFL) network [81] instead of DAE. It yielded better results than ours on the regular dataset (0.171 rad/s for a Solo X-axis gyroscope, which is superior to 0.289 rad/s from the original UNROCKER). Despite this, the future of unmanned drones is expected to exhibit a growing dependence on sensor technology. Across a range of aspects, the vulnerability of sensors used in drones has been extensively studied, such as for GNSS receivers [78], IMU sensors [2]–[4], and light detection and ranging (LiDAR) sensors [79].

Security of Drones. With the growth of the drone industry, security threats pertaining to drones have been studied extensively. Such studies can largely be categorized into three types [67]: those based on communication channels, GNSS, and sensors. Among these, the initial studies on drone vulnerabilities focused on communication channel issues [68]–[70]. Subsequently, advanced analyses and mitigation strategies have been proposed to address these communication channels along with detailed software analyses [71]–[76]. As drones are equipped with a variety of sensors, the security of sensors constitutes an additional attack surface for drones [77]. Despite these concerns, the future of unmanned vehicles is expected to exhibit a growing dependence on sensor technology. Across a range of aspects, the vulnerability of sensors used in drones has been extensively studied, such as for GNSS receivers [78], IMU sensors [2]–[4], and light detection and ranging (LiDAR) sensors [79].

Furthermore, communication latency might be addressed using an on-board inference chip, as it significantly reduces communication delays. Recently, many edge computing devices have been introduced. For example, NVIDIA’s Jetson has been adopted as a lightweight single-board computer for IoT devices including drones [66]. Implementing real-time recovery on such systems would be a promising avenue for future studies, and we encourage further research on this topic. With such a trend, we believe that real-time recovery can be accomplished in the not-too-distant future.

VIII. RELATED WORKS
IX. CONCLUSION

While MEMS IMU sensors are essential in drones, they are, by design, vulnerable to acoustic injection attacks, which can cause the drones to crash. Several mitigation techniques have been proposed thus far; however, they have not been able to ensure that the compromised drones continue flying to their planned destinations. In this study, we proposed a novel, practical mitigation that recovers the benign sensor values from compromised ones for MEMS gyroscopes and accelerometers. We first constructed an acoustic injection testbed and delved into the implications of compromised sensor values on drones using the testbed. Consequently, we discovered a critical factor, sampling jitter, which crashes drones during attacks by significantly increasing the implications of the attacks. Considering the resonant sensor signals affected by the sampling jitter as noise, we developed a sensor recovery technique that leverages a noise reduction technique, namely a DAE. We implemented a prototype recovery system, UnROCKER, and demonstrated its capability through rigorous experiments. The findings of this study demonstrate that empirical implication analysis of the compromised sensor signals on drones is essential for root cause analysis of the attack. Thus, our released source code and experimental data can be employed in future studies to perform detailed empirical investigations.
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TABLE VI: Sampling frequency of sensor drivers

<table>
<thead>
<tr>
<th>Sensor Type</th>
<th>Gyro. Acc.</th>
</tr>
</thead>
<tbody>
<tr>
<td>ArduCopter</td>
<td></td>
</tr>
<tr>
<td>(400Hz)</td>
<td></td>
</tr>
<tr>
<td>BMM155</td>
<td>2,000</td>
</tr>
<tr>
<td>BML160</td>
<td>1,600</td>
</tr>
<tr>
<td>InvenSense</td>
<td>1,000</td>
</tr>
<tr>
<td>LSM9200D</td>
<td>800</td>
</tr>
<tr>
<td>LSM9200D</td>
<td>800</td>
</tr>
<tr>
<td>LSM920D1</td>
<td>952</td>
</tr>
<tr>
<td>Revo</td>
<td>1,000</td>
</tr>
<tr>
<td>PX4 Quadcopter</td>
<td>(250Hz)</td>
</tr>
<tr>
<td>ADIS16477</td>
<td>250</td>
</tr>
<tr>
<td>ADIS16497</td>
<td>1,000</td>
</tr>
<tr>
<td>BMA180</td>
<td>250</td>
</tr>
<tr>
<td>BMM155</td>
<td>1,000</td>
</tr>
<tr>
<td>BML160</td>
<td>800</td>
</tr>
<tr>
<td>FXAS21002C</td>
<td>800</td>
</tr>
<tr>
<td>FXOS70101Q</td>
<td>1,000</td>
</tr>
<tr>
<td>ICM20948</td>
<td>1,000</td>
</tr>
<tr>
<td>L3GD20</td>
<td>760</td>
</tr>
<tr>
<td>LSM301D</td>
<td>800</td>
</tr>
<tr>
<td>MPU6050</td>
<td>1,000</td>
</tr>
<tr>
<td>MPU9250</td>
<td>1,000</td>
</tr>
</tbody>
</table>

measured the resonance signal of the ICM-20689 accelerometer during the injection of an acoustic signal at 1.83 kHz. The resonance frequency $F_r$ of the ICM-20689 accelerometer was characterized by the emitted acoustic frequency (i.e., 1.83 kHz). Thereafter, we followed Nyquist’s sampling theorem to analyze the logged frequency.

APPENDIX

A. Causal Analysis Results of Sampling Jitter

In §V-E, we described three potential causes of sampling jitter that were discovered during our investigations: scheduling issues, operation interval mismatches, and imprecise clocks. Here, we present the detailed results.

First, we measured the scheduling jitter in PX4’s NuttX RTOS. The standard deviation of the scheduling jitter was measured at 124.6 $\mu$s. In the case of a resonance signal with a frequency of several kHz, this timing jitter of 124 $\mu$s is comparable to the period corresponding with the acoustic frequency.

Furthermore, we measured the time interval to retrieve the IMU sensor data at the FC by directly monitoring the communication channel between the IMU and FC using an oscilloscope. In general, the IMU sensor data (e.g., gyroscope data) are transmitted based on two interrupt signals. When the IMU samples sensor data, it notifies the FC using an interrupt signal (a voltage change from “low” to “high”). When the FC reads the sensor data, it also notifies the IMU through an interrupt signal (a voltage change from “high” to “low”). Therefore, these interrupt signals fluctuate, indicating inaccurate operation timing. The interval fluctuated with a distribution of approximately 100 $\mu$s. For details of this measurement, please refer to Video-E on our website [15].

In addition, the mismatches between the sampling and operation intervals can affect the resonant signal in terms of sampling jitter. Notably, we discovered several mismatches caused by the specifications of the sensors, as listed in Table VI.

Lastly, to further investigate the sampling jitter sources, we attempted to recreate the measured resonance spectrum by introducing additional factors into our computed spectrum. We measured the resonance signal of the ICM-20689 accelerometer during the injection of an acoustic signal at 1.83 kHz. The resonance frequency $F_r$ of the ICM-20689 accelerometer was characterized by the emitted acoustic frequency (i.e., 1.83 kHz). Thereafter, we followed Nyquist’s sampling theorem to analyze the logged frequency.

![PX4 accel. (measured)](image1)

![PX4 accel. (computed)](image2)

Fig. 21: Analysis of measured resonance and reproduction of measured signal considering sources of sampling jitters.

The accelerometer was analyzed considering under-sampling issues. As the ICM-20689 MEMS employs the MPU6000 series device driver, it operates at 1 kHz. The resonance signal at 1.83 kHz that passed through the device driver was under-sampled to a signal within 500 Hz, which was half of the 1 kHz sampling frequency. As calculated, the frequency was 170 Hz: $|1830H \omega - 1000Hz \times 2| = 170Hz$. The signal output of 170 Hz from the driver was further under-sampled according to the sampling frequency of the microcontroller unit (MCU), which was 250 Hz. Given that half of 250 Hz is 125 Hz, the aliased frequency was 80 Hz: $|170Hz - 250Hz| = 80Hz$.

However, in addition to the 80-Hz peak, at least two peaks were observed in the accelerometer’s resonance, as shown in Fig. 21. Individually, under-sampling cannot explain the two redundant peaks around 10 and 50 Hz. Accordingly, we considered two additional elements from the hardware operation to recalculate these components: scheduling jitter and clock-source precision error. We have already discussed scheduling jitter. The MCU and ADC of the MEMS gyroscope use an independent clock source (refer to Fig. 4). Generally, independent clocks are not synchronized, resulting in mismatched sampling because of precision errors. The spectrum shown in Fig. 21b was obtained by assuming a 5% mismatch from the clock source precision error. Considering the unpredictability of the sampling factor, the results depicted in Fig. 21b are similar to the actual measurement results (Fig. 21a).

B. Implementation of UnRocker

The modified modules for overall system design, including the modified code lines and freshly developed auto-test code
lines, are summarized in Table VII.

C. More Details on DAE of UNROCKER

Training Results. The training curve of the DAE in the recovery system of UNROCKER is plotted in Fig. 22. The red line represents the training loss, whereas the blue line indicates the validation loss. Both the training and validation losses converged after 300 epochs when training to 500 epochs, thereby implying a stable low loss. Therefore, the training procedure can be considered complete.

![Training Curve](image)

The Implication of Sampling Jitter in Training. Sampling jitter is a vital factor in acoustic injection attacks, as described in §V. Thus, we conducted a simple experiment to investigate the implications of sampling jitter when training the model. Particularly, we reviewed the necessity of including a sampling jitter when generating the signals for the training dataset. To this end, we constructed two datasets for both the SITL and HITL simulations: one from SITL (no sampling jitter) and another from HITL (large sampling jitter).

Thereafter, we conducted two tests: 1) we trained the model using the training set of the SITL dataset, and then evaluated it with the validation set of the HITL dataset; and 2) we conducted the same experiment except with the SITL dataset, i.e., using the training and validation set of the HITL dataset. To enhance the inference performance for harsh operations, a sampling jitter must be added during the dataset generation phase.

The outcome is depicted in Fig. 23. The model trained using the SITL dataset without sampling jitter failed to recover the sensor values (Fig. 23a), exhibiting significant fluctuations. By contrast, the model trained with the HITL dataset containing sampling jitter could successfully recover the sensor values (Fig. 23b). This result indicates that sampling jitter must be included in the signals for training.

![Effect of Sampling Jitter](image)

Additionally, we injected an acoustic wave in the physical sensors and compared the recovery performance of two models: one trained with a dataset containing the sampling jitter, and the other with a dataset not containing it. Consequently, we discovered that the model trained with the sampling jitter performed 2.24 times better than the other one, which demonstrates the significance of sampling jitter in training.

Representation of Signal Quality. The performance of UNROCKER was evaluated on signal distributions, as shown in Table III. The signal distribution becomes small enough for threatening distributions. In addition to this, we evaluated UNROCKER using SNR measurements. Table VIII summarizes the results, which show significant improvements.

Online Inference. Online inference time results are shown in Fig. 24. The inference time is 4–8 ms on a laptop, with an average of 12 ms on a Jetson Nano, and 9 ms on a Jetson TX2. Although this result does not satisfy the 250Hz (4ms) requirement, future AI chips are expected to minimize the inference performance and I/O delay when on-boarded. We also measured the power consumption of a Jetson Nano: it consumed 1.6W for UNROCKER. Thus, the power consumption in the edge inference board is not crucial.

![Execution Times of Online Inferences](image)