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Abstract—Inspired by earlier academic research, iOS
app privacy labels and the recent Google Play data safety
labels have been introduced as a way to systematically
present users with concise summaries of an app’s data
practices. Yet, little research has been conducted to deter-
mine how well today’s mobile app privacy labels address
people’s actual privacy concerns or questions. We analyze
a crowd-sourced corpus of privacy questions collected
from mobile app users to determine to what extent these
mobile app labels actually address users’ privacy concerns
and questions. While there are differences between iOS
labels and Google Play labels, our results indicate that
an important percentage of people’s privacy questions
are not answered or only partially addressed in today’s
labels. Findings from this work not only shed light on the
additional fields that would need to be included in mobile
app privacy labels but can also help inform refinements
to existing labels to better address users’ typical privacy
questions.

I. INTRODUCTION

The current legal approach to privacy in the United
States concentrates on the concept of “Notice and
Choice,” namely the expectation that people are pro-
vided sufficient information about the collection and
use of their data, and are offered meaningful choices
about these practices (e.g., opt-out, opt-in, deletion).
Today, “notice” is typically addressed through the pub-
lication of a privacy policy. However, there is ample
evidence that privacy policies fall short when it comes
to informing the public—they are simply too long, too
complicated, and often also too vague [20], [6], [21],
[27], [25], [26], [16].

For the past dozen years, privacy researchers have
advocated the adoption of privacy nutrition labels [9],
[10], [11], [12]. Standardized privacy nutrition labels,
which succinctly summarize those data practices that

people are most commonly concerned about, offer the
promise of providing users with more effective privacy
notices than full-length privacy policies. Inspired by
this earlier academic research [9], [12], Apple and
Google respectively introduced iOS app privacy labels
and Google Play’s data safety sections as a way to
systematically present users with concise summaries of
an app’s data practices. Mobile app nutrition labels also
open the door to the development of technology that
supports at-scale privacy compliance analysis and the
collection of information about data practices across
large collections of mobile apps (e.g., an entire app
store, but also across specific categories of mobile
apps). The labels also raise new research questions,
such as investigating the efficacy, usefulness, and us-
ability issues of the labels in the wild, as well as
the mismatch between the labels’ disclosures and the
privacy choices made available to mobile app users
in permission managers. Nonetheless, little has been
done to evaluate how extensively the content of current
mobile app privacy labels actually addresses the privacy
concerns and questions of individuals.

In this paper, we analyze a corpus of privacy ques-
tions [24] collected from mobile app users on Amazon
Mechanical Turk1 to determine to what extent these
mobile app labels could answer users’ privacy concerns
and questions. While there are differences between iOS
labels and Google Play labels, our results indicate that
an important percentage of people’s privacy questions
are not answered or only partially addressed in today’s
labels. Findings from this work not only shed light on
the additional fields needed to be included in mobile
app privacy labels but also provide insight into how well
current privacy labels match users’ mental models. We
provide recommendations to improve the scope of label
content to better match users’ concerns and questions.
This paper also exemplifies the misalignment between
engineered privacy notices and controls and the privacy
questions raised by users.

1https://www.mturk.com
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II. RELATED WORK AND BACKGROUND

Mobile devices can collect a wide range of data,
including location, contacts, health information, and
photos, which can expose sensitive details about a
user’s personal life. According to Pew Research, 54%
of mobile app users have refrained from using an
app, 30% have declined to install an app, and 19%
have disabled location tracking on their devices due
to privacy concerns [4]. These findings indicate that a
significant number of individuals are conscious of and
concerned about the manner in which their personal
information is processed by the applications on their
mobile devices. Unfortunately, current privacy notices
in the form of lengthy privacy policies linked from
the app are ineffective due to the small display size of
mobile devices [26] and poor user comprehension [21],
[27], [25]. The prevalent method of presenting privacy
information and seeking consent for app permissions
management systems on Android and iOS is the “ask
on first use” approach. However, this approach cannot
provide users with the necessary information to make
informed decisions when downloading new apps.

A. Privacy Nutrition Labels for Mobile Apps

Drawing inspiration from food nutrition labels and
standardization efforts in other domains, Kelley et al.
pioneered the creation and refinement of a label tuned
to privacy [9]. Subsequently, Kelley et al. created short-
form privacy nutrition labels for Android apps and
found through a lab experiment that the content of
the app privacy labels and the timing of the display
could assist users in making more privacy-protecting
decisions [12]. Later, the findings from the user studies
conducted by Balebako et al. suggested even if an
app privacy notice includes information that users are
concerned about, it is unlikely to be retained if it is only
presented in the app store [3].

In December 2020, Apple first introduced privacy
nutrition labels for apps in the App Store. Recent
research studies have, in particular, examined Apple’s
privacy labels given their required use in the Apple
app store since the introduction of iOS14 [18], [7],
[28], [15], [14], [19]. Zhang and colleagues conducted
an interview study on the usability and effectiveness
of real-world mobile app privacy labels with end
users [28]. They uncovered misunderstandings of and
dissatisfaction with the iOS privacy labels that hinder
their effectiveness, which includes a confusing structure,
reliance on unfamiliar terms, and disconnect between
labels and permission controls. In the meanwhile, two
research teams, Kollnig et al. and Koch et al., have
studied compliance issues of iOS apps not matching
their respective privacy labels, including the presence of
inaccurate and misleading label information [15], [14].

Another line of work focuses on the creation side
of Apple’s privacy labels [7], [17], [18]. Through
observing and interviewing iOS app developers, Li
et al. identified common challenges for correctly and
efficiently creating privacy labels and opportunities to
improve their clarity, validity, and consistency [18].
Other recent work involves the development of tools
aimed at assisting developers in creating more accurate
labels [7] and in-app privacy notices [17].

To the best of our knowledge, the present study is the
first to compare the content scope of privacy nutrition
label disclosures in the Google Play and Apple’s App
Store, with a particular focus on determining to what
extent they address typical privacy questions people
have.

B. Privacy Questions About Mobile Apps

As part of a study of mobile app privacy question
answering functionality, Ravichander et al. [24] col-
lected a dataset (the “PRIVACYQA” dataset) of privacy
questions that people had for a diverse sample of 35
mobile apps. The set of apps were selected to include
well-known apps and apps with smaller install bases,
also covering a broad range of application categories
across the Google Play Store. The study, which in-
volved recruiting Amazon Mechanical Turkers, asked
each participant to provide five free text questions per
application related to a subset of 35 mobile apps. The
study was designed to elicit questions that mattered
to participants as they were presented with the name,
description, and navigable screenshots of the app as
shown in the Google Play Store. The resulting dataset
comprises 1,750 questions. Though the authors cannot
make any hard claim about how representative this
dataset is, it provides a sufficiently diverse collection
of privacy questions to warrant comparison with the
content of the mobile app labels. Our study leverages
this publicly available dataset and explores to what
extent these questions can be addressed by iOS and
Google Play mobile app labels.

III. METHODOLOGY

We selected this specific dataset [24] because the
questions in this corpus were elicited in a context
intended to mimic that of a user examining an app in an
app store. Participants were presented with information
about an app, including its name, description, and
navigable screenshots, similar to what one would find in
an app store, and were instructed to ask privacy-related
questions about the app.

Our first goal of this study was to understand the
nature and topics of questions asked by users in the
corpus [24]. We applied thematic analysis as an orga-
nizational tool to classify and describe the questions,
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as well as a process to interpret, connect, and trans-
form the questions into themes [13]. The lead author
first familiarized herself with the data by reading all
1,750 questions. Subsequently, the lead author coded all
questions, generated an initial codebook, and met with
the second author several times to refine the codebook.
The lead author then re-coded all questions individually
using the finalized codebook. Given the qualitative and
exploratory nature of the study, these methods were
deemed sufficient [22]. The final codebook includes 18
themes with 67 codes. The themes and example ques-
tions are shown in Table I. Most questions were labeled
with one code, while 60 questions were annotated with
more than one code, totaling 1,647 codes. The thematic
analysis and the generated themes help us to better
understand the corpus and also facilitate our next step.

The second objective of this study was to evaluate
whether users’ privacy questions could respectively be
answered by the iOS and Google Play privacy labels.
To minimize the impact of app developers’ inaccuracies
in specifying privacy labels or of apps that may not
have been published on both platforms or lack privacy
labels, we made the assumption that developers utilized
the privacy labels optimally to disclose their apps’
privacy practices. This means we did not examine the
actual privacy labels within the app stores, but instead
evaluated if the iOS and Google privacy labels have the
capability to address user privacy questions.

Both authors analyzed and discussed each of the 67
codes (sub-themes) to determine if questions under each
sub-theme could be answered using the labels provided
by Google or Apple. We randomly sampled example
questions for each sub-theme, compared them to the
definitions of the Google and Apple labels [8], [2], and
reached a consensus on whether those questions could
be answered or addressed. We deemed a question fully
addressed by the app labels if any part of the label,
including definitions, contained implicit or explicit an-
swers to that question. We provide further explanations
of implicit answers in Section IV-C. We considered a
question partially addressed by the app labels if the
presence or absence of a label section provided relevant
information but not a complete answer. Table II shows
examples of answerable and partially addressed question
themes and the corresponding label or definition snip-
pets that can be used to answer these questions. Follow-
ing the analysis process, the lead author conducted an
evaluation of all questions in the data set to determine
whether each question could be answered or partially
addressed using either the Google or Apple labels.

IV. RESULTS

A. Question Themes

We present all 18 question themes resulting from the
thematic analysis in Table I. The theme with the highest
frequency, accounting for 22% of all questions, pertains
to the data being collected by apps. These questions,
typically phrased as “Does this app collect X?” were
interpreted as “Can this app collect X?” considering
that privacy labels do not necessarily indicate actual
data practices but rather the potential for data collection.
For instance, an app might be able to collect the user’s
GPS location as long as the user does not deny the app
access to their GPS location. Approximately one-sixth
of these data collected questions, totaling 60, pertain
to what types of data are collected. Over 20 questions
address the issue of whether the app collects data at all,
including questions such as “Do you keep my data and
upload to your server?” A handful of questions pertain
to whether the collected data is anonymous or not.
The remaining data collected questions are related to
whether specific data types of data are being collected,
such as search history, contacts, usage data, etc.

Approximately 12% of questions in the corpus are
related to app security, encompassing a variety of topics
such as the overall security of the app, inquiries about
recent security breaches, technical questions such as
whether data is encrypted or whether security protocols
are being used, how the app handles passwords, or
whether payment data is secure. It is worth noting
that even though participants received prompts to ask
privacy-related questions, they asked security-related
questions as well, indicating that they view their security
questions as legitimate privacy questions.

The third and fourth most frequently asked ques-
tion themes were about data sharing and selling, re-
spectively accounting for 9.2% and 8.6% of all ques-
tions. Participants wondered whether their information
is shared/sold, what type of information is shared/sold,
and to whom. The fifth theme resolves around the types
of permissions that apps might need, such as whether
a specific permission (e.g., camera, microphone) is
accessed or the necessary permissions for the app to
function properly. The sixth theme pertains to specific
privacy questions related to the functionalities and fea-
tures of the app. For instance, one question regarding
the TripAdvisor app says, “Can I review stuff without
having my name attached?” Another question about
the app Recipe, Menu & Cooking Planner reads,“Will
anyone see the recipes that I upload?”

Together, these top six themes (one-third of all
themes) add up to approximately two-thirds of all
questions asked. The remaining 12 themes are listed
in Table I and account for just one-third of all the
questions.
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Question Theme Types of Questions Under This Theme Count %

Data collected Does the app collect PII, location, search history, payment, texts, health, calls, IP, calendar, other? Is any information recorded? 364 22.1%
App security How secure is the app? Is my payment information secure with the app? How will my password be stored? 199 12.1%
Sharing Is my data shared, with whom, and what data is shared? 151 9.2%
Selling Is my data sold, to whom, and what data is sold? 141 8.6%
Permissions Any permission required to run this app? Does it have access to my camera or access to my microphone? 140 8.5%
App-specific privacy Is my status in the app visible to other users? 128 7.8%

Purpose Will the app use my data for marketing purposes? Why do you need those permissions? 95 5.8%
Who has access Do app company employees have access to my data? Can the government request my data? 73 4.4%
Privacy risks Will the microphone secretly be turned on to listen to my surroundings? 64 3.9%
Retention Will my data be saved permanently? For how long is my data kept? 56 3.4%
Privacy controls Can I make my profile private? Is there a way to opt out of data sharing? 49 3.0%
Retained method Will it store any information on my phone? How do you store my data and information? 40 2.4%
Account required Do I need an account to use this app? Do I have to sign in using a social media account? 37 2.2%
External access Does [APP] look at other stuff on my phone besides in app? Does the app have access to financial apps I use? 32 1.9%
Deletion Do I have any rights as far as whether I want my account info deleted? 31 1.9%
Privacy protections What safeguards does the app use to protect the privacy of my data? 29 1.8%
Privacy policy Is there a privacy policy? Where can I read your privacy policy? 9 0.1%
Cookies policy Do you use or collect cookies? 9 0.1%

Total: 1647

TABLE I: Themes identified, types of questions under each theme, and the number of questions under this theme

B. Question Themes Mostly Answered by Labels

Table III shows a summary of the question themes
that can or cannot be answered by the labels. As seen
in the table, both the iOS and Google labels include
information on the collected data categories and can
answer most of the questions. Note already that not
all questions can be answered by the labels and that
this varies between Apple and Google. For instance,
Google labels specifically mention the collection of IP
addresses and calendar information, while iOS labels
do not include these data categories. Google labels also
allow developers to indicate what data types are optional
“where a user has control over its collection and can use
the app without providing it” [8], therefore answering a
few of questions related to what data are required to use
the app. A handful of questions with regards to whether
the collected data is anonymous can be answered using
only Apple’s privacy labels, as these labels include a
section on “data not linked to you.”

While Google labels contain information on secu-
rity, iOS labels do not mention security at all. App
developers can declare optionally in Google labels that
their app “has been independently validated against a
global security standard... MASA (Mobile Application
Security Assessment)” [8]. This review2 covers a wide
range of security-related topics [1], addressing many
questions in the app security theme, such as password
handling and encryption. However, the review does not
cover all the security questions the participants had. For
instance, it does not indicate how payment information
is stored or cannot help answer questions about whether
an app has had a breach in the past. We considered
user questions such as “Is the app secure?” or “What

2https://github.com/appdefensealliance/ASA/blob/main/
MobileAppSecurityAssessment/MobileSecurityGuide.md

protection do you offer against hackers?” answered if
the Google label for an app indicates that an optional
review has been conducted.

Both labels provide information on whether an app
shares data and the types of data being shared, but
neither label directly states with whom the data is
shared, only referring to third parties in general. Apple
labels only require disclosure of data sharing when
it is used for advertising or “tracking,” while Google
labels require developers to disclose any non-first-party
sharing, unless it is for legal purposes or if the data
is anonymous. No data sharing needs to be reported if
the action is clearly a “user-initiated action” with clear
disclosure and user consent [8] or “it is clear to the user
what data is collected” [2].

Both Google and Apple labels address most ques-
tions related to the purpose of data collection. While
they adopt slightly different definitions of purposes,
both include categories such as app functionality, an-
alytics, personalization, and advertising or marketing.
Questions such as “Why is my data needed?,” “Will you
use my data for advertising?,” and “What does the app
do with my personal information?” can be answered
by both labels. However, some questions about the
specifics of how data is used for personalization or
advertising, such as “How are features personalized?”,
are not addressed by either label.

Only Google labels contain information related to
data deletion [8]. However, some questions pertain to
the deletion of specific data types rather than the com-
plete removal of a user’s information. Such questions
cannot be answered.
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C. Implicit Answers

Two themes contain questions that cannot be di-
rectly answered directly from the labels, but the label
definitions contain implicit answers. Questions under
that “data collected” theme, such as “Do you keep the
data of mine and upload to your company?” can be
inferred from the fact that both labels ask developers to
declare user data that is transferred out of users’ devices,
implying that the data listed on the labels is uploaded to
servers. As per both labels, data solely residing on users’
devices are not considered to be “collected.” Similarly,
while the labels do not use the term “selling,” questions
about whether data is sold are addressed by information
provided under Apple’s “data used to track you” section
as Apple defines tracking to include user data sharing
with a data broker.

D. Question Themes Not Addressed by Labels

The lower half of Table III lists the themes identified
in Table I that are not addressed by either Google’s
or Apple’s labels, as evidenced by the zeroes under
the Google and Apple columns. The most frequently
asked theme (8.5% of all questions) pertains to permis-
sions, with participants asking whether an app accesses
specific permission(s) of the phone. It is important to
note that “accessing” information in an app does not
equate to collecting that information. Data collection
only occurs when the information leaves the device. In
other words, label entries about data collected by an app
do not allow us to answer questions about permissions
used by an app. This is the case for both iOS and
Google.

Other questions related to permissions, including
questions on the necessary permissions needed in order
for the app to function (e.g., “What type of permis-
sions does the app need to operate?”), can also not
be answered by either label. About 4.4% of questions
ask who has access to their information in general or
specifically inquire about whether specific entities such
as the government or employees of the app company
may have access. 3.4% of questions pertain to data
retention. 2.8% of questions are related to whether the
app requests external access to other apps, accounts,
or data outside the app. 2.2% of questions are about
whether users are required to create an account or use a
social media account to use the app. Nine questions
(0.6%) are related to how the app handles cookies.
These questions are relatively easy to answer not only
because they request factual answers but also because
they are generally app-agnostic. The remaining question
themes are harder to answer in general.

Around 7.8% of questions pertain to specific app
functionality. For instance, a question about the DNA
genetic testing app 23andMe reads, “If my genetic data

turns out to be unexpected, can my family see it?”
About 3.9% of questions address concerns about privacy
violations or potential privacy risks, such as “Does
having this on my device create a privacy concern?”
Approximately 3% of questions are about privacy con-
trols offered by the app, such as “Can I selectively
block scripts on pages that I feel are invading my
privacy?” when referring to the Cake Web Browser app.
Another 2.8% of questions relate to how the app is
protecting users’ privacy, such as “Can you guarantee
my privacy while playing your game?” The questions
under these themes are often app-specific and request
more sophisticated answers.

E. A Comparative Summary of iOS and Google Labels

Our evaluation found that only around 40% of the
question themes could be answered by the iOS or
Google Play privacy labels, as shown in the top half
of Table III. Specifically, 43.2% of questions could be
answered by Google Play labels, while 38.6% could
be answered by iOS labels. The questions that could
be answered by Google Play labels but not by iOS
labels pertained to 1) additional data types (such as
IP, calendar, and calls), 2) security-related questions, 3)
whether the app data can be deleted, 4) optional tags
for data that is not necessary for users to provide in
order to use the app. In contrast, Apple’s labels provided
more information related to data selling, which was not
addressed by Google’s labels. Overall, Google’s labels
addressed more questions than iOS labels.

V. DISCUSSIONS

A. Limitations

Our study investigates the crowd-sourced privacy
questions in a public dataset. Even though the questions
elicited are specific to the apps present in the dataset,
the broad selection of apps and the questions, when
analyzed as a whole, can to some extent reflect users’
questions and concerns about apps. We cannot and
are not making generalizable claims about our findings
since our analysis mainly serves as an exploratory
starting point. This paper focuses on the scope of the
label contents, and other issues, such as the usability
problems or whether labels are reliable or factual, are
outside of the scope of this paper. Instead, we try to
shed light on the potentially missing elements in label
design and the unmatched mental models of users. As
privacy researchers, we can only provide an upper limit
when assessing whether labels address users’ questions,
assuming a complete and perfect understanding of the
labels. Our results do not indicate if actual users find
their questions answered. Further research is needed to
evaluate the effectiveness and efficacy of privacy labels
in addressing the questions of users with varying levels
of technical expertise.
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Question Theme User Question Example Apple Label Google Label

Data collected What kind of data does [APP] collect?

Do you keep the data of mine and
upload to your company?

App security Are you certified to be secure? N/A

Sharing Is information shared with any third
parties?

Selling Which information, if any, does the
app sell to third parties? N/A

Purpose How does this app utilize my data?

Deletion Can I remove all my data if I choose
not to use this app again? N/A

Privacy Policy Where can I read your privacy policy?

TABLE II: Sample user questions and corresponding privacy label entry in the iOS and Google Play Stores. N/A
means that the question does not have a label addressing it.

B. Missing Key Information

Our analysis revealed that many question themes
were not addressed by the iOS or Google privacy labels.
This highlights the need for additional information to
effectively address mobile users’ privacy concerns or

questions.

1) Recipient of Information: Participants wanted to
learn who has access to their information and also
whom their information is shared with or sold to. They
also asked about access to their information by the
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Question Theme # of Questions Answered by Google Answered by Apple Answerable or not

Data collected 364 325 310

Could be answered
or partially

addressed by labels

App security 199 161 0
Sharing 151 119 122
Selling 141 0 125
Purpose 95 87 87
Deletion 31 18 0
Privacy policy 9 7 7

Permissions 140 0 0

Not answerable
by labels

App-specific privacy 128 0 0
Who has access 73 0 0
Privacy risks 64 0 0
Retention 56 0 0
Privacy controls 49 0 0
Retained method 40 0 0
Account required 37 0 0
External access 32 0 0
Privacy protections 29 0 0
Cookies policy 9 0 0

Sum 1647 717 (43.6%) 651 (39.5%)

TABLE III: Questions can be answered by Google Play or iOS privacy labels

government or the employees at the app company. This
underscores the importance of disclosing the recipients
of information, which aligns with the principles of
Contextual Integrity [23] stating that it is imperative to
disclose the recipient of the information flow. Therefore,
privacy labels should include information about entities
with whom user data is shared or sold. They should also
address common questions, such as explaining to users
whether the government or app company employees
can access users’ data. For example, messaging app
Signal3 clearly states on its website that its end-to-end
encryption keeps users’ conversations secure and that
no one, including the government or Signal employees,
can read their messages or listen to their calls.

2) App Permissions: Before the introduction of run-
time Android permissions, the Google Play Store used
to display a list of permissions that users needed to agree
to before downloading an app. This information was no
longer in the Play Store since Android 6. Google has
changed its stance on including the permission list in the
privacy label and currently does not include it [5]. Our
analysis suggests that a good number of user questions
pertain to what permissions the app needs or has access
to, particularly about location, camera, microphone, and
contacts permissions. Currently, users can only view the
requested permissions for an app after installing it.

3https://signal.org/en/

Users would also like to know the retention of their
information, the availability of privacy controls, and the
privacy risks of installing or using these apps.

C. Implicit Answers and Mismatching Mental Models

Our analysis reveals that a few question themes only
have implicit answers, which might not be apparent to
regular users.

1) Definition of Data Collection: Participants used
terms like “store,” “save,” and “keep” when asking about
data retention and whether their information is being
stored. These questions often took the form of “Are you
storing any of my information?” or “Do they collect
my data and upload it?” This suggests that some users
may not equate data collection with storing user data
on servers, and it might be beneficial to emphasize that
data collection is taken outside of the users’ devices or
stored on servers.

2) Data Selling: One area of concern among par-
ticipants was whether their data could be sold or not,
with 8.6% of the questions related to this issue. This
specific concern is addressed in the recent consumer
privacy regulations in California (CCPA/CPRA), which
require data controllers to disclose whether and with
whom they may be sharing users’ data and to also
provide users with privacy options to opt out of such
selling. Even though users seem to want to know
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specifically about selling, neither the iOS nor the Google
privacy labels readily use the term “selling,” making it
difficult for users to find answers to these questions.
For instance, Google requires disclosing what data is
shared with third parties but does not require disclosing
the purpose of the sharing or with whom the data is
being shared. Apple’s privacy labels come closer to
disclosing whether data is sold under the definition of
CCPA/CPRA by introducing the concept of “tracking,”
which focuses on sharing data with third parties in
return for some type of consideration. However, Apple
does not explicitly use the word “selling,” making it
difficult for users to understand what is being disclosed
and in particular whether their data is being sold [2].

3) What about Security: Google’s privacy labels
already contain security information of an app, currently
including whether “data is encrypted in transit” and
“optional security review.” App developers can claim
in the Google labels that for an app, “data is encrypted
in transit: your data is transferred over a secure con-
nection.” This, however, only seems to pertain to a very
small number of questions—only 3 out of 199 security
questions are about how secure data is during transit.
Other aspects of security, such as whether user password
is encrypted, are of more importance to users. Although
the optional security review covers a wide range of
topics, it might be unclear to users what such a security
review entails. Furthermore, it is worth noting that this
review is optional and not adopted by many apps.

D. Privacy Question Answering Functionality

Privacy labels are an important step towards the
standardization of data practice disclosures. Prior work
found that most users in an interview study reported
that they like the concept of privacy labels in the Apple
app store [28]. These labels also open the door for
compliance analysis [14], [15].

1) Decreasing User Burden: Even though privacy
labels are designed to help users quickly grasp the
important data collection and usage practices without
them having to read the text of privacy policies, current
labels can already be overwhelming for some apps. For
instance, the DoorDash iOS privacy label contains 106
entries of data types organized around 5 purposes and
2 sections. Concurrently, our results show that users
have a rather diverse set of privacy questions, with more
than half of these questions unlikely to be addressed in
current labels. These two findings reveal a challenging
tension, with labels appearing already overwhelming yet
failing to address a substantial percentage of privacy
questions typical users can be expected to have. The
paper specifically identifies additional information that
one might consider including in labels if one would like
to have a better chance of answering people’s typical
privacy questions in Section V-B.

Given the amount of label information for each app
and the large number of apps on each user’s phone, it
is unrealistic to expect users to go through the privacy
labels for each app on their phone. There is a need
to reduce user burden and to help users quickly locate
privacy information that they care about. Future research
might want to explore the use of machine learning and
natural language processing techniques to automatically
extract and analyze standardized notices as a way of
providing users with chatbot functionality to quickly
answer their questions or refer them to parts of the labels
pertaining to their questions.

2) App Specific Questions: Our analysis also reveals
that many user questions pertain to querying about
available privacy controls and app-specific privacy infor-
mation, which fall beyond the scope of privacy labels.
However, these concerns are still relevant to users.
Recent development of advanced question-answering
chatbots, trained on large language models, presents
new research opportunities to provide users with person-
alized answers to their privacy-related questions regard-
ing specific apps. By doing so, users can make informed
decisions without feeling overwhelmed by excessive
privacy details. Utilizing these advanced chatbots to
answer privacy questions can ease the burden on users to
navigate complex privacy information. Further research
is necessary to assess the feasibility, accuracy, and
comprehensiveness of the answers provided by these
chatbots.

VI. CONCLUSION

We conducted thematic analysis on a dataset of
privacy questions mobile app users have about a variety
of apps. We evaluated whether these questions can be
answered by iOS privacy labels or Google’s data safety
sections. Our results indicate that an important percent-
age of people’s privacy questions are not answered or
only partially addressed by today’s labels. We hope
that the findings will help inform future refinements
of existing mobile app labels as well as the design of
more effective ways of communicating data practices to
users.
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