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Abstract—Online behavioral advertising is a double-edged
sword. While relevant display ads are generally considered
useful, opaque tracking based on third-party cookies has reached
unfettered sprawl and is deemed to be privacy-intrusive. However,
existing ways to preserve privacy do not sufficiently balance
the needs of both users and the ecosystem. In this work, we
evaluate alternative browser controls. We leverage the idea of
inferring interests on users’ devices and designed novel browser
controls to manage these interests. Through a mixed method
approach, we studied how users feel about this approach. First,
we conducted pilot interviews with 9 participants to test two
design directions. Second, we ran a survey with 2,552 respondents
to measure how our final design compares with current cookie
settings. Respondents reported a significantly higher level of
perceived privacy and feeling of control when introduced to the
concept of locally inferred interests with an option for removal.

I. INTRODUCTION

Almost 30 years ago, a mechanism to sustain states between
clients and servers was developed. This mechanism is based on
a text string that is placed on a client browser when it accesses
a specified server and is commonly known as ‘cookie’ [11].

Cookies are used for a variety of purposes, such as helping
users stay signed in to websites, remembering items in shopping
carts, or personalizing ads when browsing online. Cross-site
ads personalization is enabled by so-called third-party cookies,
which, in contrast to first-party cookies, are placed by a domain
that is not the visited site. Although the initial intent of cookies
was to improve the user experience of online browsing, the term
cookie has gained a negative connotation in past years [38].
This has been driven by increased prevalence of online tracking
over time, as well as pervasive cross-site tracking based on
third-party cookies becoming a norm for Online Behavioral
Advertising (OBA) in recent years [44].

Due to the increasing intensity of public discussions about
privacy concerns of cookie usage for OBA, established browser
vendors have announced in recent years their plans to stop
supporting third-party cookies [58]. On one hand, this can be
seen as a privacy improvement, on the other hand, blocking
third-party cookies by default can have significant implications

on users’ online browsing experiences and disrupt today’s
internet infrastructure [32]. Also, prior studies show that people
tend to perceive personalized ads as useful [6], [49], [50], [68].

Maintaining relevant ads while improving user privacy is a
known challenge. Topics-based personalization is a direction
that browsers are moving in [15], [59]. Browsers are also
moving away from more traditional forms of cookie-based
personalization (see [64]). Given these trends, we wanted
to identify and evaluate usable interfaces for topics-based
personalization compared with current cookie controls. We
build upon the Topics API proposal from Google, i.e., a browser
infers a user’s topics of interest and stores them on the user’s
device in a privacy-preserving way [16]. Our work is guided
by the following question:

RQ: Do users perceive a higher value of personalized
ads for users and publishers and a higher level of
privacy with browser controls for inferred topics
of interest compared to current third-party cookie
controls?

We contribute to the field of Usable Security and Privacy
in two ways: First, we draft and compare two interaction
patterns for managing browser-facilitated interests for ads
personalization. Second, we evaluate user attitudes in a large-
scale online survey about the envisioned concept for browser-
facilitated ad interests in a world without third-party cookies.

II. BACKGROUND AND RELATED WORK

People’s perceptions of OBA and tracking limitation mecha-
nisms have been discussed extensively within both academia
and industry (see, e.g., [12], [44]). In the following sections we
synthesize prior insights about ads personalization and controls.

A. Online Behavioral Advertising

To increase the relevance of online ads, advertising compa-
nies and publishers, i.e., site owners, aim to tailor ads to the
interests of website visitors. Throughout the years, tailoring
mechanisms have become increasingly nuanced.

A simple approach to tailoring an ad is to choose an ad
based on the content of the page, i.e., contextual advertising. In
contrast, online behavioral advertising represents an advanced
tailoring approach that chooses an ad based on a user’s online
activities, e.g., the sites they visited in the past. This is often
referred to as interest-based advertising [66].
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Another approach is identifying a user’s location to tailor
an ad, i.e., location-based advertising. An even more direct
tailoring mechanism is retargeting, i.e., selecting an ad based
on a distinct website visit or site interaction [13], [51], [72].
In addition, Wei et al. point out that advertisers can combine
different data types for behavioral targeting on, e.g., social
media sites [70]. Additionally, recent work has expanded the
perspective on behavioral advertising, e.g., by investigating
opportunities in rewards-based advertising platforms [53].

With the advancements of online personalization services
come inherent and inevitable privacy tradeoffs [2]. In the
context of OBA, users are shown relevant ads at the cost of their
online behavior being tracked. The complexity of this tradeoff
becomes clear when contrasting prior studies, which found
diverse user attitudes and perceptions of OBA [8], [73]. Users
initially perceive OBA as privacy-intrusive when prompted,
particularly if content is perceived as too personalized, however,
a majority of users accept personalized ads in exchange for
free content and perceive these ads as more likely to be useful
than non-personalized ads [46], [49], [50], [66]. In this context,
the level of comfort with advertising and tracking depends on
the users’ overall privacy attitudes [12]. Unease with OBA can
also be reduced when users feel assured that OBA is based on
non-personally identifiable information [66].

B. Tracking Reduction

Research around third-party web tracking dates back to the
beginning of the 21st century [44]. In the earlier days, most
contributions centered around the reduction of tracking through,
e.g., the Do Not Track header and legislation, pop-up blocking,
prevention of tracking through social media plugins such as
“Like” buttons (see [14], [37], [56]), pseudonymized network
layers (see [27]), or same-origin policy enforcements (see [31]).

Prior work has shown that users appreciated it when a
browser has built-in tracking reduction functionality while
external online opt-out tools were difficult to set up and
manage [43]. Further work has studied the application of
differential privacy for web analytics (see [3]) and the use of
machine learning to counter web tracking (see [7]). Although
third-party cookies can directly be controlled within the browser,
these controls can be perceived as very technical [39], [62].
Also, site-specific privacy settings on, e.g., social network sites
score low on awareness, comprehension, and usability [5].

A common goal of tracking reduction approaches is blocking
or limiting how third parties can place and/or read cookies
on a user’s device. In contrast, Toubiana et al. have suggested
Adnostic, a behavioral profiling mechanism based on local
interest categorization in the browser [65]. Guha et al. discussed
a similar idea as part of their work on Privad, a practical private
online advertising system [24].

More recently, machine learning approaches have also been
investigated to limit cookieless tracking mechanisms, most
prominently fingerprinting [30]. Fingerprinting is a covert
approach that doesn’t leave cookies or other evidence on the
user’s device by inferring a user’s identity based on their
browser and operating system properties [44], [56].

Since the European Union passed the General Data Protec-
tion Regulation (GDPR) in 2018, discussions about cookies
have picked up speed again. Sanchez-Rola et al. conducted
a comprehensive study of cookie banners that span the web
today [56]. The authors question the effectiveness of the cookie
banners when it comes to reducing tracking overall. In addition,
many users are irked by these banners [26], [38]. What’s more,
the design of cookie banners is often complex which may
trick users into a certain behavior through the use of dark
patterns [20], [28].

Users have increasingly adopted browser extensions that
simply block ads over the past years [10], [18], such as AdBlock
(see [29]) or auto-respond to cookie banners, such as I don’t
care about cookies (see [35]). However, many ad-blocker users
adopt such tools mainly to improve their online browsing
experience, rather than for privacy reasons [48]. Also, while
most ad blocking services focus on tracker-based blocking,
i.e., who is tracking, Yao et al. point out that users prefer
information-based blocking, i.e., what is being tracked [73].

C. Role of the Browser

Current practices of inferring ads interests are technically
complex and often perceived as not intuitive, leading to a
decrease in trust in ads personalization [49], [69]. While there
seems to be general awareness of the use of cookies in the
context of OBA, users have a hard time articulating what
cookies are and how they are used [1], [66].

In addition, people’s perceptions of the web ecosystem in
the context of OBA have not been studied in-depth. Prior work
has yielded four different folk models about the mechanisms
of OBA (see [73]). While the goal of Yao et al. was not to
evaluate the correctness of people’s folk models, it becomes
apparent that mental models vary [73]. In particular, while it
is considered a critical aspect for OBA, people have differing
perceptions about the relationship between the browser and
sites.

D. User Agency

The continuous opacity of how ads are tailored online has led
to increased calls for transparency [17]. Various studies have
showcased the importance of and demand for control over user
data, which goes hand in hand with transparency [4], [9], [25],
[36]. In the context of inferred interests, users who care about
the mechanics of personalization have a substantial urge for
transparency and control [57]. However, in an online world with
numerous ways to store personal data extracted from a variety
of sources with a lack of user feedback, agency is not equally
distributed between online corporations and users [43], [52],
[67]. Privacy transparency tools, e.g., Google’s My Activity, in
contrast, have proven to increase trust in online services and
increase user agency in the context of web tracking [19], [71].
At the same time, Seberger et al. point out that enhancing users’
feelings of control by giving more privacy choices may lead to
empowerment resignation [60]. In addition, the effectiveness
of transparency may depend on additional factors, such as data
literacy [61].
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Fig. 1. Prototypes for the qualitative pilot study based on a like/dislike interaction (left) and topic removal (right).

III. METHODOLOGY

Based on our research question and the analysis of related
work in the fields of OBA, tracking reduction, browser mental
models, and user agency, we derive the main hypotheses below
(H1 - H3). The main hypotheses focus on users’ perceptions
of controls for inferred topics of interest:

• H1: Users infer a higher level of privacy from topic-based
UI compared to cookie-based personalization.

• H2: Users perceive a higher feeling of control with
inferred topics of interest compared to cookie controls.

• H3: Privacy concerned users perceive a lower value in
controls for inferred topics of interest.

In addition, we derive the following sub-hypotheses (H4 -
H6) that refer to aspects related to the interplay between users
and publishers, i.e., the sites they visit:

• H4: Users recognize an association between the personal
value of personalized ads and the value for publishers.

• H5: Users expect that sites can financially benefit from
site interactions in a topic-based personalization scenario.

• H6: Users perceive a higher personal value than value
for publishers from topic-based personalization.

We pursued a multi-step approach to validate these hypothe-
ses. The goal of the first three steps A, B, and C was to create
a foundation for the design of browser controls for inferred
topics of interest. The goal of the final step D was to validate
the hypotheses mentioned above:
(A) Infer technical assumptions from industry approaches.
(B) Create design directions for topics of interest controls.
(C) Select one prototype and finalize the design based on user

feedback from a qualitative pilot study.
(D) Validate user attitudes in a large-scale survey study.

A. Technical Assumptions

One of the core privacy issues of using third-party cookies
for OBA is that companies can track specific sites a user visits
and thus re-identify the user and their online activity [56]. As
outlined earlier, prior work has suggested privacy-preserving
user profiling through inferring topics of interest on a user
device without revealing the exact websites, as an alternative
approach [24], [65]. Google has recently announced a similar
strategy for their Topics API as part of their third-party cookie
phaseout plans [15], [59]. We base our technical assumptions
for our interface design on the same idea, i.e., the browser
locally processes the sites a user visits and infers topics of
interest. As described in Google’s developer guide, we have
applied the following assumptions for our prototypes [16]:

• The browser can share inferred interest with sites.
• The browser cannot share the specific sites a user visited.
• Inferred topics of interests refresh once a week.
• A maximum of five interests are stored per time period.
• Users can control their topics of interests.

B. Design Directions

We created and compared two different prototypes, each of
which represented a different yet relevant interaction pattern
to provide users control over inferred topics of interest (see
Fig. 1). For the design of the two conceptual prototypes we
leaned into established patterns from ads and privacy settings
from browsers and social media sites (see [23]). While we
aimed to design for browser-based controls, we believe that
users are already used to site-specific controls from social
media sites. For both prototypes we added a standard Chrome
settings header to emphasize the embedding of our envisioned
controls in browser settings.
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Our first concept used a list-based visualization and a
like/dislike interaction patterns (Fig. 1, left). Our assumption
for this prototype was that users feel a sense of agency if
they were able to influence the algorithmic, inference model
by liking or disliking topics of interest. We also assumed the
like/dislike pattern can well explain the limitations of this
browser control, meaning users would know if they disliked
a category, they would see fewer ads related to it, instead of
none. The like/dislike pattern can be found in music streaming
apps, e.g. Spotify’s Discover Weekly (see [63]), which allows
users to train recommendation algorithms, and on social sites
to upvote or downvote comments, e.g., comments on YouTube
(see [45]).

Our second concept used a chip-based visualization and a
save/remove interaction pattern (Fig. 1, right). Our assumption
was users could quickly scan inferred topics due to the compact
size of the user interface (UI) component and feel invited to
interact with the chips as they stand out visually on the page.
Chips UIs are used to enter information, filter content, and
dynamically trigger actions, e.g., contact chips on Gmail or
category tags in content management systems.

Examples where this pattern is applied are Wordpress or
Medium (see [23]). With this design, we wanted to investigate
the effect of temporal controls, i.e., saving a topic permanently
or for a time, or not showing it again. We discarded additional
earlier design ideas such as larger cards or image lists (see
[22]) because we wanted to focus on more compact elements
that can be embedded in current browser settings UI.

C. Qualitative Pilot Study

The goal of the pilot study was to identify the final prototype
for our survey study. We conducted a qualitative study to better
understand conceptual considerations when fine-tuning the
design.

1) Pilot Study Design: We conducted 45-minute remote
interviews with Chrome users from Germany (DE) and the
United Kingdom (UK). The study followed a counterbalanced
within-subject design with the two design concepts as described
above as the independent variable (like/dislike vs. remove/save).
All participants were invited to participate voluntarily through
an opt-in sign-up form shared via email to the study partici-
pant database from our institution and received a customary
remuneration in the respective country for their participation.
In addition, all participants signed a digital consent before
conducting the sessions.

During each session, we talked about the general perception
of OBA and then presented the participants with a hypothetical
study scenario. In the scenario, we told participants that they
should imagine browsing on a furniture site and afterwards
visiting a news site where they see an ad about furniture. We
then asked about expectations of potential controls in settings
if their browser could store topics that they might be interested
in based on the sites they visit. Next, we showed and discussed
both prototypes. Lastly, we asked participants about the value
of potentially adding a topic of interest manually.

TABLE I
PARTICIPANT PROFILES FOR PILOT INTERVIEWS.

No. Country Gender Age Ad Blocker Ads Attitude

1 UK m 18 - 24 No Positive
2 UK m 35 - 44 Yes Positive
3 UK f 35 - 44 No Positive
4 DE m 35 - 44 Yes Neutral
5 UK f 18 - 24 No Positive
6 UK f 35 - 44 Yes Neutral
7 DE f 35 - 44 No Negative
8 UK f 18 - 24 Yes Negative
9 UK m 45 - 54 No Negative

2) Pilot Study Participants: Participants were recruited from
an existing user study panel that includes both countries. When
screening participants, we looked for a balanced mix of browser
users in terms of attitude towards personalized ads (7pt. bipolar
likert scale) and the usage of ad blockers (see Table I). We
invited a total of 10 participants. Due to one no-show we
conducted 9 sessions with 4 male and 5 female Chrome users
(self-identified gender) ranging between 18 and 54 years old
(3x 18-24, 5x 35-44, 1x 45-54). To ensure we had a diverse
group in terms of privacy sentiment when selecting participants
from the UK and DE, we ended up with seven participants
from the UK and two from DE. All participants were native or
business fluent English speakers and sessions were conducted
in English.

3) Interview Analysis: All interviews were recorded, tran-
scribed and qualitatively coded by the first author, who has
extensive experience in analyzing qualitative data. Only one
author coded the responses until no new themes emerged since
our primary goal of the pilot study was to select one design for
our survey evaluation. Statistical analysis was not performed for
the pilot study since it aimed to identify trends, not statistically
significant results.

D. Survey Study
The goal of the survey study was to evaluate if the general

concept of topic-based controls to manage ad interests in
the browser represent an improvement over current browser
controls. We selected the prototype design that participants in
our pilot study preferred and fine-tuned the design based on
our learning from the interviews.

1) Final Prototype: Before launching the survey, we created
our final prototype design so we could evaluate how users
rate the current cookie control UI compared with our topic-
based personalization UI. Based on our qualitative pilot study
we concluded that the remove-prototype aligns better with
users’ expectations about managing ad interests in a browser.
We selected the respective prototype, simplified the look and
feel and modified the explanatory text to better represent the
underlying idea of browser-inferred ads interest (see Fig. 2,
bottom). Most importantly, we added a note about the option
to remove topics to the UI.

2) Survey Study Design: We ran a fifteen-minute online
survey in the US and UK. Respondents received a customary
remuneration in the respective country.
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Fig. 2. Survey Flow and Stimuli.
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The survey was distributed by the market research agency
Qualtrics [54] and data was collected within four weeks
between July and August 2021. Before launching the survey,
we pre-tested the setup for comprehension, readability, and
survey fatigue with five people from the US in moderated
60 minutes remote sessions. Since we did not aim to analyze
the pre-test responses, we only screened for Chrome users
above 18 years old. Participants for this qualitative pre-test
also received an equivalent remuneration for their participation.

3) Independent Variables: The questionnaire started with a
consent section and demographic background questions. We
also included questions to infer respondents’ level of privacy
sensitivity and familiarity with OBA. For privacy sensitivity,
we used the Westin segmentation [40], which is often used
in HCI literature as a proxy for privacy sensitivity [12], [41],
[42], [47]. Familiarity with OBA was based on self-reported
feedback (5pt. unipolar likert scale). In addition, we asked for
the perceived value of personalized ads for both users and
publishers as a baseline to compare the provided value based
on cookies or topics-based personalization (level of agreement,
7pt. bipolar likert scale).

Next, we introduced our three questionnaire scenarios (see
Fig. 2). First, OBA based on third-party cookies (when all
cookies are allowed), second, OBA based on third-party cookies
(when third-party cookies are blocked), and third, OBA based
on local (i.e., on-device) inference of topics of interest. For
each scenario, the respondents saw a relevant screenshot/UI
mockup, i.e., either an image of current Chrome cookie settings
or our prototype UI for topic-based control, as well as textual
instructions.

Instructions contained a note that users should imagine
that they see a personalized online ad about a pair of shoes
on a news website after visiting the site of an online shoe
store. Personalized was explained as the concept of an ad
being selected for them to see using information about them.
We did not counterbalance the cookie-based and topic-based
scenarios because the mentioned order represents a realistic
sequence if browser vendors phased out third-party cookies
and replaced them with an alternative, e.g., locally inferred
topics of interest. We also intentionally called out that only
one approach per scenario would be active to ensure responses
referred to respective mechanisms and the related UI.

4) Dependent Variables: After exposing respondents to
the prompts and control UI, we collected five sentiments as
dependent variables for each of the three scenarios: Personal
and publisher value of personalized ads (level of agreement, 7pt.
bipolar likert scale), perceived level of privacy (5pt. unipolar
likert scale), feeling of control (5pt. unipolar likert scale),
and perceptions of how well websites can financially benefit
from ad interactions, i.e., support the open web (5pt. unipolar
likert scale). At the end of the survey, we asked respondents to
directly compare OBA based on third-party cookie controls and
based on our topics-based controls, i.e., number of ads shown
on sites, perceived level of privacy, and expected relevance of
ads (5pt. bipolar likert scale each).

TABLE II
DISTRIBUTION OF WESTIN SEGMENTS ACROSS SURVEY SAMPLES.

Westin Segment US (n = 1193) UK (n = 1359)

Privacy Concerned 40% 31%
Pragmatist 30% 33%
Privacy Unconcerned 30% 36%

5) Survey Respondents: We sampled Chrome users and
controlled for a representative distribution across age groups
(18 years or older). Self-reported gender distribution (US/UK)
was 50%/48% woman, 48%/50% man, 2%/2% nonbinary/self-
described/not answered.

To allow for a comparison of different privacy sensitivity
levels, we sampled equally distributed Westin segments for
both US and UK groups. After data cleaning based on a
quality control question in which we asked participants to click
on a specific item in a single choice question we remained
with 40%/31% concerned, 30%/33% pragmatist, 30%/36%
unconcerned (US/UK) respondents (see Table II). This differs
from earlier and recently identified distributions of Westin
segments in the overall population hence we will focus on
relative differences and not absolute numbers in this work [40]–
[42].

While Westin originally referred to privacy sensitive users
as ‘fundamentalists’, we refer to this segment as ‘privacy
concerned’ users in this paper. We ended up with 1400
responses in the UK and 1300 responses in the US. Data
cleaning as mentioned above resulted in a final sample of 1359
UK respondents and 1193 US respondents.

6) Survey Analysis: Statistical analysis was performed only
for the survey using IBM SPSS version 25 with significance
tested at the 95% level. We applied nonparametric tests for
ordinal scales, i.e., Friedman tests for differences between
groups, Kruskal Wallis tests for pairwise testing of independent
variables of more than 2 groups and Wilcoxon rank tests for
dependent variables of 2 groups. We categorize effect sizes of
r ≤ .1 / .3 / .5 as small /medium/large effects [21]. For ranked
variables, we computed Spearman Rank-Order correlations,
with effect sizes .0-.19 very weak, .20-.39 weak, .40-.59
moderate, .60-.79 strong, .80-1.0 very strong [55]. Further, we
used the Dunn-Bonferroni procedure for post-hoc correction.

IV. PILOT STUDY RESULTS

The goal of our qualitative interview study was to get a better
sense of what users think about seeing inferred topics of interest
in browser settings. In the following sections, we summarize our
takeaways in terms of participants’ general sentiment towards
the overall approach, specific design feedback for our two UI
versions and consequences on the final prototype we eventually
incorporated into our survey.

A. Expected Control

The participants in our interview study showed mixed
sentiment with regards to the value of personalized online
ads. One participant said that “they’re extremely helpful” (P3).
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In contrast, others mentioned “to be honest, I’m not very
comfortable” (P6). Across all sentiment levels of ads personal-
ization, participants emphasized that there’s a lack of control:

“[Companies have a stronger position in personalized
ads because...] it’s just one direction of talking.” (P4)

Once we introduced participants to the idea of browser-
inferred topics of interest, we asked them about their expecta-
tions of what a related section in browser settings might look
like, prior to prompting with our prototypes. Most participants
emphasized that they expected to be able to control inferred
topics, e.g., “First, [I would expect to be able to] delete
categories of advertisements” (P4) and “I would probably
imagine that there should be an option to delete which topics
you wouldn’t want there” (P1). In general, there was excitement
about the opportunity to gain control over interests:

“[I would expect...] I can click or unclick specific
topics because, for example, I’ve been doing research
for a few weeks for someone’s birthday and then I
[can] delete that topic, say ‘unselect’ it... It would
be fantastic to say I’m not interested anymore.” (P3)

B. Privacy

When we showed participants our prototypes, the overall
feedback was positive. The majority of participants said that
the new level of transparency and associated control would
increase user agency and their privacy when browsing online,
confirming takeaways from our analysis of related work:

“[If inferred topics are] shown to me then it increases
my privacy because at least I have information of
what has driven the personalization ... and it closely
ties with the ability to remove topics.” (P7)

We also indicated that topics would expire and refresh
about once a week in our prototypes. While this was seen
as an additional privacy benefit since, e.g., “you’re dropping
information [about] me after 7 days so you’re increasing my
privacy because you got less information about me” (P9),
others felt like this could simply improve the relevance of
ads: “That would be very helpful to be honest... Because, you
know, obviously, there’s a variety of topics that will occur
week-to-week. Some things that you may be interested in for
many months or years in your life [but] then there are things
that are relevant for only a short period of time” (P8).

C. Outcome-based Language

In addition to investigating reactions to a topics-based
personalization approach, we wanted to identify one design
direction that we could use to validate user sentiment in the
subsequent online survey. Even though the like/dislike concept
looked familiar, e.g., from “video recommendations based
on the topics that I like and dislike” (P1), most participants
preferred the interaction pattern based on topics removal since
like/dislike created confusion in the context of inferred ads
interest:

“We are all very used to ‘like’ and ‘dislike’ but I’m ...
a bit confused because [I don’t know what it] means
[in this context]. If I click ‘like’, will I see more of
that, or if I click ‘dislike’, will it disappear? That’s
a bit confusing.” (P7)

In contrast, the concept of ‘removing a topic’ resonated
well, since it provided clarity, “like before... [when] liking or
disliking, you would not know what’s happening after you do
that. But here [when you click remove] it’s more clear” (P3).
Overall, we had more participants saying that they “prefer this
type of structure” (P1).

D. Additional Controls

At the end of our mockup-based pilot testing, we asked
participants how they felt about the opportunity to add a topic
of interest. We had envisioned that this might increase perceived
user agency. However, in our study, the concept of adding a
topic of interest did not resonate with participants. Participant
4 initially said “it depends on what I can add. If I can add just

“Automotive” then it would not make sense to me. If [I can be
very specific] then it would be good.” The same participant then
suggested a very specific car model to find a good deal which
might not align with how we envision on-device inference
of general ads interest. In addition, the same participant then
mentioned that “[adding a topic decreases privacy because I
give [away more] information [that wasn’t] really collected
so far”. This was also a concern from other participants, i.e.,
“[adding topic] would decrease your privacy because you were
giving out more information about yourself.” (P3).

In addition, some participants mentioned that they would
probably not visit such an ads topics dashboard regularly. In
particular, this was mentioned when seeing the indicated ‘save
for a month’ option in our remove/save prototype (Fig. 1, right).
While Participant 3 said “temporary savings... I don’t know.
I don’t think I can remember in a month to do that again.”,
Participant 8 called out “personally [I would not go to such a
topic UI] so much [maybe only] if I kept seeing a repetitive
ad, then I would interact with it”.

E. Summary of Pilot Study Findings

In summary, we found that a key user need for our
participants was removing topics that they are not interested in
anymore or that are generally not of interest. However, more
granular controls in addition to automatic on-device inference,
such as saving or adding topics of interest, might be more of
a burden than an added value for users.

We synthesized the following takeaways which informed
our final concept for step two, i.e., the survey-based concept
evaluation (see Fig. 2):

1) Seeing inferred interests resonated with participants.
2) Outcome-based control such as ‘remove’ provides clarity.
3) Saving a topic of interest does not provide a clear value.
4) Ability to add a topic of interest may reduce privacy.
5) Indicating that topics expire/refresh assures privacy.
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TABLE III
EFFECT OF PRIVACY SENSITIVITY BASED ON WESTIN ON PERCEIVED

VALUE OF PERSONALIZED ADS (US).

Value Westin Segments US (n = 1193)

Personal

concerned - pragmatist

H = 239.2 (df 2), p <.001concerned - unconcerned

pragmatist - unconcerned

Publisher

concerned - pragmatist
H = 46.3 (df 2), p <.001

concerned - unconcerned

pragmatist - unconcerned n.s.

V. SURVEY STUDY RESULTS

The goal of our survey study was to validate how users
feel about OBA when seeing UI for locally inferred topics
of interest, compared with third-party cookie controls. In the
following sections, we summarize our findings about perceived
value of personalized ads, the perception of OBA with cookie
vs. topics UI and expected browsing implications.

A. Baseline of Personalized Ads Value (H4)

Although we sampled above-average-privacy-concerned
users based on the Westin segments, more respondents from
both countries tended to feel that personalized ads added value
to their browsing experience in general (US: AVG 4.0, STD
1.9; UK: AVG 3.9, STD 1.8; 7 pt. Likert scale) (see Fig. 3).
At the same time, the value for publishers, i.e., the sites users
visit, was rated significantly higher (US: z = -14.0, p <.001,
n = 1193, r = .41, strong effect; UK: z = -15.6, p <.001, n =
1359, r = .42, strong effect), with an average of 4.8 (STD 1.8)
for US and an average of 4.7 (STD 1.7) for UK (see Fig. 4).

In addition, we saw that the perceived personal value and
value for publishers are moderately correlated (US: rs(1193)
= .514, p <.001; UK: rs(1359) = .524, p <.001) from which
we infer that participants were aware of the interplay between
the value of choosing relevant ads and the economics of the
open web.

Fig. 3. Personal value of personalized ads (baseline).

TABLE IV
EFFECT OF PRIVACY SENSITIVITY BASED ON WESTIN ON PERCEIVED

VALUE OF PERSONALIZED ADS (UK).

Value Westin Segments UK (n = 1359)

Personal

concerned - pragmatist
H = 141.0 (df 2), p <.001

concerned - unconcerned

pragmatist - unconcerned H = 141.0 (df 2), p <.05

Publisher

concerned - pragmatist
H = 23.2 (df 2), p <.001

concerned - unconcerned

pragmatist - unconcerned n.s.

Respondents that fell into the privacy concerned Westin
segment rated the value of personalized ads significantly lower
than respondents in the privacy unconcerned or pragmatist
segment for both personal value and value for publishers (see
Tables III and IV). This confirms results from prior studies
(see [12]).

Self-reported familiarity with how ads are personalized
correlated positively with perceived personal value with a
weak/moderate effect (US: rs(1193) = .345, p <.001; UK:
rs(1359) = .396, p <.001). A similar yet weak correlation was
found for perceived value for publishers (US: rs(1193) = .291,
p <.001; UK: rs(1359) = .273, p <.001).

The ratings of personal and publisher value of personalized
ads changed when we explicitly pointed out that ads were
personalized based on cookies (i.e., in scenario one after the
baseline questions). Prompting respondents with personalizing
ads based on cookies in the respective survey scenario affected
the ratings of perceived value of ads. Respondents rated the
personal value lower (US: z = -3.5, p <.001, n = 1193, r =
.1; UK: z = -2.2, p <.05, n = 1359, r = .06) and the value
for publishers higher (US: z = 6.7, p <.001, n = 1193, r = .2;
UK: z = -8.2, p <.001, n = 1359, r = .22). We saw small to
moderate sizes for these effects.

In summary, we accept H4, i.e., users recognized an
association between the personal value of personalized ads
and the value for publishers.

Fig. 4. Publisher value of personalized (baseline).
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Fig. 5. Top-two-boxes (T2B) for perceived privacy, feeling of control, and
support the open web per survey scenario (US).

B. Cookies vs. Topic-based Personalization (H1, H2, H5)

We found statistically significant differences for our depen-
dent variables perceived privacy, feeling of controls and support
the open web for between our three survey scenarios:

• Perceived privacy: US: χ2(2) = 309.767, p <.001, UK:
χ2(2) = 288.471, p <.001

• Feeling of control: US: χ2(2) = 136.315, p <.001, UK:
χ2(2) = 194.491, p <.001

• Support the open web US: χ2(2) = 237.399, p <.001,
UK: χ2(2) = 186.279, p <.001

Post hoc analysis with Wilcoxon signed-rank tests with
a Bonferroni correction applied was conducted to identify
pairwise differences for perceived privacy, feeling of control,
and support of the open web.

1) Perceived Privacy: For each scenario (all cookies allowed,
third-party cookies blocked, inferred topics enabled) we asked
participants if they thought the browser protected them from
being individually identified (see Fig. 5 and 6). Median ranks
were 2 (all cookies allowed), 3 (third-party cookies blocked),
and 3 (topics-based personalization) for both US and UK
responses. We did not see significant differences between third-
party cookies blocked and inferred topics on.

However, we observed significantly higher confidence (strong
effect) for not being individually identified when the inferred
topics mechanism is on compared with all cookies allowed
(orange vs. green bars in top part in Fig. 5 and 6; US: z = -14.3,
p <.001, n = 1193, r = .41; UK: z = -14.3, p <.001, n = 1359,
r = .39). Almost one third of respondents were extremely or
very confident that they are protected from being individually
identified for both, third-party cookies being blocked or inferred
topics being turned on. Only 18% of respondents in both
samples, US and UK, thought the same when all cookies are
allowed.

Considering the difference between the scenarios ‘cookies
allowed’ and ‘topics-mechanism on’ we partially accept H1,
i.e., users infer a higher level of privacy from topic-based
compared to cookie-based personalization.

Fig. 6. Top-two-boxes (T2B) for perceived privacy, feeling of control, and
support the open web per survey scenario (UK).

2) Feeling of Control: When participants were asked about
their perceived ability to control personalized content, the
inferred topics mechanism induced significantly higher feeling
of control compared with both cookie-scenario prompts, i.e.,
‘all cookies allowed’ (US: z = -11.8, p <.001, n = 1193, r
= .34, moderate effect; UK: z = -13.4, p <.001, n = 1359,
r = .36, moderate to strong effect) and ‘third-party cookies
blocked’ (US: z = -6.3, p <.001, n = 1193, r = .18, weak to
moderate effect; UK: z = -4.6, p <.001, n = 1359, r = .12,
weak effect) (see Fig. 5 and 6).

Median ranks were 3 (scenario one, all cookies allowed), 3
(scenario two, third-party cookies blocked), 3 (scenario three,
topics-based personalization) in the US and 2 (scenario one, all
cookies allowed), 3 (scenario two, third-party cookies blocked),
3 (scenario three, topics-based personalization) in the UK.

Overall, we accept H2, i.e., users perceive a higher feeling
of control with inferred topics of interest compared to cookie
controls.

3) Support the Open Web: Respondents were most confident
that sites were able to financially benefit from site interactions
when all cookies are allowed (scenario one) and least confident
when third-party cookies are blocked (scenario two). In the third
scenario, i.e., topics-based personalization, both US and UK
responses indicated that inferred topics UI may be perceived
as a balance between all cookies are allowed and third-party
cookies are blocked (see Fig. 5 and 6).

Respondents rated that sites can financially benefit from
interactions significantly higher than when third-party cookies
are blocked (US: z = -9.4, p <.001, n = 1193, r = .27, moderate
effect; UK: z = -9.1 , p <.001, n = 1359, r = .25, moderate
effect) yet lower compared with ‘all cookies allowed’ (US: z
= -8.4, p <.001, n = 1193, r = .24, moderate effect; UK: z =
-7.4, p <.001, n = 1359, r = .20, moderate effect).

Median ranks were 4 (scenario one, all cookies allowed), 3
(scenario two, third-party cookies blocked), 3 (scenario three,
topics-based personalization) in the US.

In the UK, Median ranks were 3 (scenario one, all cookies
allowed), 3 (scenario two, third-party cookies blocked), 3
(scenario three, topics-based personalization).

9



Fig. 7. Delta of self-reported user value of personalized ads when topics-based
personalization is enabled instead of third-party cookies. Value (Topics) minus
value (Cookies) is either negative (lower), zero (same) or positive (higher).

Since personalization with Topics UI nested between all
cookies allowed and third-party cookies blocked, we partially
accept H5, i.e., users expect that sites can financially benefit
from interactions in a topic-based personalization scenario.

C. Impact of Privacy Sensitivity (H3)

In both US and UK samples, privacy unconcerned respon-
dents inferred a higher level of privacy and a higher feeling
of control when being introduced to the inferred topics UI as
compared to (third-party) cookies (see Table V). We conclude
to accept H3, i.e., privacy concerned users perceive a lower
value in controls for inferred topics of interest.

For expected implications on how sites can benefit from in-
teractions (i.e., support the open web), we only saw statistically
significant differences in the UK sample.

D. Delta of Personalized Ads Value (H6)

We reported earlier that the perceived user value of per-
sonalized ads was considered lower when we called out that
personalization is done via third-party cookies.

Fig. 8. Expected consequences when topic-based personalization is enabled
instead of third-party cookies (US).

In contrast, when presenting our topics-based personalization
approach and controls, perceived personal value was rated
significantly higher (US: z = 8.8, p <.001, n = 1193, r =
.25, moderate effect; UK: z = -9.2, p <.001, n = 1359, r =
.27, moderate effect). At the same time, expected value for
publishers was rated lower yet only with a weak effect size
(US: z = 3.9, p <.001, n = 1193, r = .1; UK: z = -4.8, p
<.001, n = 1359, r = .14) (see Fig. 7).

Consequently, we accept H6, i.e., users perceive a higher
personal value than value for publishers from topic-based
personalization.

E. Expected Browsing Implications

After guiding respondents through the cookie scenarios and
the topics scenario, we asked participants to compare expected
implications on their browsing experience. The majority of
respondents expected to see the same amount of ads on a
website either based on cookies or inferred topics (US: 56%,
UK: 64 %). More than one third of respondents in both samples
expect a higher level of privacy and higher relevance of ads
(i.e., higher level of personalization) (see Fig. 8 and 9).

In the US sample, we did not see statistically significant
differences between Westin segments and expected implications
on the number of ads, level of privacy, and relevance of ads.

In the UK sample, however, privacy concerned users were
more likely to expect more ads (UK: H = 7.1 (df 2), p <.05,
pragmatist - concerned p <.05, pragmatist - unconcerned n.s.,
concerned - unconcerned n.s.), yet lower level of privacy (UK:
H = 17.1 (df 2), p <.001, unconcerned - concerned p <.001,
unconcerned - pragmatist n.s., pragmatist - unconcerned n.s.)
and lower relevance of ads based on inferred topics (UK: H =
9.7 (df 2), p <.01 pragmatist - unconcerned p <.05, concerned
- unconcerned p <.05, pragmatist - concerned n.s.).

VI. LIMITATIONS

We see our work as a first step towards designing browser
controls for topic-based personalization. Our study allowed
us to validate that perceived privacy and feeling of control

Fig. 9. Expected consequences when topic-based personalization is enabled
instead of third-party cookies (UK).
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TABLE V
EFFECT OF PRIVACY SENSITIVITY BASED ON WESTIN ON PERCEIVED PRIVACY, FEELING OF CONTROL AND SUPPORT TO THE OPEN WEB.

Variable Westin Segments US (n = 1193) UK (n = 1359)

Perceived privacy

concerned - pragmatist
H = 92.2 (df 2), p <.001 H = 42.904 (df 2), p <.001

concerned - unconcerned

pragmatist - unconcerned H = 92.2 (df 2), p <.01 H = 141.0 (df 2), p <.05

Feeling of control

concerned - pragmatist n.s. H = 25.914 (df 2), p <.01

concerned - unconcerned H = 36.605 (df 2), p <.001 H = 25.914 (df 2), p <.001

pragmatist - unconcerned H = 36.605 (df 2), p <.01 n.s.

Support the open web

concerned - pragmatist

n.s.

n.s.

concerned - unconcerned H = 20.9 (df 2), p <.001

pragmatist - unconcerned n.s.

increases when respondents were exposed to our topics-based
personalization prototype compared with (third-party) cookies
controls. However, the study design also comes along with
inherent limitations.

We decided to establish a realistic sequence for a replacement
of current cookie-based with topic-based ads personalization
controls. Consequently, we did not counterbalance the two
scenarios in our survey study. We acknowledge that this may
come along priming effects which can be investigated in
alternative study setups.

We conducted interviews with participants from Germany
and the UK and ran a survey with respondents from the
US and UK. Talking to and surveying browser users from
different countries might have yielded different feedback
and alternative results since sentiment about technological
advancements and associated privacy implications differ across
countries [34]. Nevertheless, we did not see contradictory
results and assessments across the groups we have sampled.
Hence, we want to motivate the academic community and the
industry to further pursue the path of replacing third-party
cookies and associated controls with, e.g., browser-facilitated
controls for inferred ads interests.

We wanted to test how people’s privacy attitudes affect
the assessment of our designs, as prior work has revealed
it affects people’s willingness to share personal data [12].
Similar to previous studies, we saw more critical responses
from privacy concerned users. According to Westin, these are
users that are more likely to say that “consumers have lost all
control over how personal information is collected and used
by companies” [40]. In this context, we want to emphasize that
actual effects on users’ browsing experiences, e.g., number of
ads, level of privacy, and relevance of ads, will depend on how
the technology behind our proposed model for locally inferred
interest would look like and how marketers will make use of
this and/or alternative approaches. We explicitly excluded the
investigation and evaluation of a technical implementation for
a topics-based concept and perception thereof. Both would
require a different approach and setup. Also, in our survey
evaluation, we sampled a higher portion of privacy concerned
users than previously observed (see [40], [41].) Given the

bias towards different levels of privacy concerns we cannot
generalize our results to a larger population. For future work,
we recommend investigating the perceptions of representative
populations in different countries.

VII. DISCUSSION

Our work represents an initial exploration about user attitudes
towards browser-facilitated controls for ad interests. Our results
indicate that such an approach is promising in terms of
user attitudes. We see further opportunities for researchers
and practitioners to explore alternatives for developing an
effective interface and identify opportunities to help users
develop effective mental models for interacting with topic-
based mechanisms, e.g., through design and UI education.

A. Transparency and Control Are Key Principles

We have based our work on the assumption that it is possible
to improve user privacy while still allowing online companies to
show relevant ads based on user interests inferred from visited
websites. When discussing third-party cookie alternatives for
OBA, one may raise the question if potential utility decreases
in behavior targeting are worth the trade-off of inferring high
level topics to increase user privacy. Since personalized ads
are perceived to be useful and an important pillar of the open
web, we consider privacy preserving alternatives to third-party
cookies a critical step moving forward [46], [49], [50], [66].
In fact, the web today would have challenges to thrive without
alternatives since behavioral targeting represents a substantial
aspect of the whole ecosystem [32], [33]. In line with previous
assessments we found that transparency and control are key
principles for such an approach (see, e.g., [17]). In our pilot
study we heard that showing inferred topics of interest is a value
added because it creates transparency about what is shared
with sites. In our survey study, we saw that respondents had
a significantly higher feeling of control (H2 accepted) when
being prompted with a topics-based UI in contrast to current
cookie control settings. Given the strongly expressed need for
more transparency and control as discussed in the related work
section, we want to motivate academic and industry researchers
to further investigate topic-based personalization.
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B. Mental Models May Change Over Time

Our survey results indicate that respondents were aware of
the trade-off between user value and value for sites they visit
in the context of OBA (H4 accepted).

However, in a scenario where OBA is based on ad interests
estimated on-device by the browser, the dynamics of OBA
change. Prior work suggests that users’ mental models, i.e.,
how users think about the mechanics of OBA, affects their
privacy choices and needs [73]. Adding controls about inferred
topics of interest to browser settings may have an impact on
established mental models for OBA. Yet, we saw that users
already associated a significant role to the browser when it
comes to advertising based on their online behavior (see [73]).
Since users with different mental models prefer different types
of controls we suggest revisiting the analysis of how users
think about the mechanics for OBA in the future to derive
further needs and requirements for relevant browser controls.

C. Further Controls Can Increase User Agency

Prior work has showcased that attitudes towards OBA are
context-dependent [66]. In our study we used static mocks
optimized for the desktop version of a browser. Consequently,
we need to better understand what transparency and control
means in other contexts, such as on other platforms (e.g., mobile
devices) or when needs of a user change over time. Also, we
have primarily looked at browser-level controls. An extension
of this work would be looking into ad-level controls, similar
to [17]. While locally inferred topics of interest primarily serve
as a signal for an ad auction, controls about a specific ad
shown on a site has the opportunity to provide more details,
e.g., what information played into the decision of showing an
ad. Both approaches may go hand in hand, yet we still need
to understand how users perceive the interplay between new
browser-level and ad-level controls. In particular, our results
highlight that privacy concerned user saw a lower value in
topics-based controls (H3 accepted). Such users may have
different needs than unconcerned users. This is particularly
important in the context of empowerment resignation that
Seberger et al. discuss in their recent work [60]. In general,
when considering further or more granular user controls, it
is important to balance the value added of controls and the
burden such additional controls put on the end-users. In our
pilot interviews, for example, we have heard a preference for
automatic inference instead of regularly managing topics of
interest.

D. Inferred Interests Can Balance Requirements

From our survey scenarios, user attitudes can be inferred in
terms of privacy towards a world with inferred topics of interest
for ads personalization (i.e., without third-party cookies) are
comparable to a scenario where third-party cookies are blocked.
We also saw that prompting users with the term ‘cookies’
slightly lowered the self-reported value of personalized online
ads. Does that mean that users may primarily react to getting
rid of third-party cookies? While this is a fundamental step
towards more privacy-preserving solutions, we conclude that

there are further benefits in our proposed direction. In our
pilot study interviews, we saw that removing an automatically
inferred topic of interest is a key advantage of our proposed
design compared with current third-party cookie controls. In
addition, in our survey study we saw that respondents associated
a statistically significant higher level of feeling of control
(H2 accepted) and provided value of personalized ads for our
respondents with the topics-based UI (H6 accepted). Also,
level of privacy was rated higher in the topics-based scenario
compared with a scenario in which cookies are allowed (H1
partially accepted). At the same time, expected financial benefits
for publishers in the topics-based scenario was rated between
‘all cookies allowed’ and ‘third-party cookies blocked’ (H5
partially accepted). We can infer from our results that topics-
based personalization can suitably balance the needs of users
and the web ecosystem. In the future, alternative study setups,
e.g., a between-subject design, may complement our learning.

VIII. CONCLUSION

Our study offers first insights into the perception of browser
controls for on-device inference of ads interest. Similar
approaches have been discussed in the academic literature
and were picked up in industry recently (see [15]). However,
we present the first evaluation of user attitudes towards an
associated browser control UI.

We conducted a four-step study. First, we designed two
different designs inspired by existing browser and social media
website controls related to cookies and online advertising. We
then talked to browser users from Germany and the UK to see
what they think about the proposal in general and about the
possible interaction patterns. Second, we selected one design
option and ran a survey with 1,193 respondents from the US
and 1,359 respondents from the UK to validate how browser
users with different levels of online privacy satisfaction perceive
such a novel control UI compared to current browser cookie
settings.

All in all, we conclude that the shift to locally inferred ads
interest and associated browser control is a step in the right
direction from a user’s point of view. Through the qualitative
interviews we identified that a remove-focused interaction
pattern aligns well with how participants think about managing
ads interest in the context of a browser. Next, via the large-
scale online survey, we validated that respondents rate the
value of personalized ads, expected level of privacy, and feeling
of control significantly higher in comparison to a third-party
cookie world. We believe more work in both industry and
academia on alternatives to pervasive, cookie-based tracking is
necessary to ensure we meet users’ expectations and the needs
of the open web.
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