
Human Drivers’ Situation Awareness of Autonomous Driving
Under Physical-world Attacks

Katherine S. Zhang
Purdue University

zhan3461@purdue.edu

Claire Chen
The Pennsylvania State University

ckc5857@psu.edu

Aiping Xiong
The Pennsylvania State University

axx29@psu.edu

Abstract—Artificial intelligence (AI) systems in autonomous
driving are vulnerable to a number of attacks, particularly the
physical-world attacks that tamper with physical objects in the
driving environment to cause AI errors. When AI systems fail or
are about to fail, human drivers are required to take over vehicle
control. To understand such human and AI collaboration, in this
work, we examine 1) whether human drivers can detect these
attacks, 2) how they project the consequent autonomous driving,
3) and what information they expect for safely taking over
the vehicle control. We conducted an online survey on Prolific.
Participants (N = 100) viewed benign and adversarial images of
two physical-world attacks. We also presented videos of simulated
driving for both attacks. Our results show that participants did
not seem to be aware of the attacks. They overestimated the
AI’s ability to detect the object in the dirty-road attack than in
the stop-sign attack. Such overestimation was also evident when
participants predicted AI’s ability in autonomous driving. We
also found that participants expected different information (e.g.,
warnings and AI explanations) for safely taking over the control
of autonomous driving.

I. INTRODUCTION

To achieve autonomous driving in complex and dynamic
driving environments, a collection of artificial intelligence (AI)
systems have been designed and developed to handle the core
functions such as perception, localization, prediction, and plan-
ning. For example, the perception module usually takes camera
and sensor data (e.g., LiDAR and radar) as inputs, perceives
the surrounding environments, and extracts the information
for driving (e.g., road obstacles). However, those AI systems
are known to be vulnerable to adversarial attacks [9], [20],
[25], making autonomous driving susceptible to safety- and
security-critical errors that can cause road hazards and even
fatal consequences.

Human drivers are still required to take over control from
autonomous driving when the system fails or is about to
fail (e.g., with SAE Level 3 automation [15]). Thus, it is
essential to increase their awareness of those AI vulnerabilities
in autonomous driving and design a safe and secure system
for them to use. While previous studies have focused on the
technical aspects of those AI systems (e.g., [3], [20], [25]),
recent work has started to understand human drivers’ detection
of physical-world attacks (e.g., classification of malicious stop-
sign images [10]). However, little research has investigated

whether human drivers are able to identify physical-world
attacks as the sources of errors for autonomous driving.
Moreover, it is unclear what information human drivers expect
to receive such that they can increase their awareness of those
attacks and take over the control if needed.

We conducted an online survey (N = 100) on Prolific to
understand human drivers’ situation awareness of autonomous
driving under two physical-world attacks. Participants an-
swered questions about object classification and autonomous
driving projection using images of the two attacks. We also
presented videos of the simulated driving for both attacks
and assessed participants’ satisfaction, take-over intent, and
comprehension of the situation in the videos. In addition, we
asked open-ended questions to elicit the participants’ expected
information to understand the situation and take over the
control if needed. Moreover, we asked questions to assess
participants’ knowledge, awareness, and trust of AI systems
in autonomous driving before and after our study.

We found that participants could differentiate the benign
and adversarial objects (i.e., STOP signs and road lanes). They
also perceived that AI was less capable than human drivers in
object detection. Yet, the participants overestimated the AI’s
capability of lane detection with the dirty-road patch compared
to the adversarial stop-sign classification. Their projection
of autonomous driving with and without the physical-world
attacks showed similar results as the detection tasks. The
participants also overestimated the AI’s ability to drive safely
on the dirty road. The quantitative and qualitative evaluations
of the videos revealed that the participants’ unawareness of
physical-world attacks (i.e., overestimation of the AI ability) is
likely due to their driving experience or mental models of driv-
ing situations (e.g., ice/wet patches on the road due to accidents
rather than dirty-road attacks). We suggest researchers consider
various tasks (e.g., detection and projection) for human drivers
when evaluating physical-world attacks in autonomous driving.
We also recommend exploring different information (e.g.,
warnings and AI explanations) human drivers expected to
afford safe take-over control of autonomous driving.

II. RELATED WORK

In the following, we discuss related work of physical-world
attacks on AI perception, human situation awareness and take-
over control, and trust in autonomous driving.

A. Physical-world Attacks on AI Perception

Multiple AI components are required to complete the
complex tasks of autonomous driving, including perception,
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