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From ChatGPT to CheatGPT
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Top French university bans use of
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A third of Russell Group universities told i they have banned the Al
chatbot for assessed essays, but other institutions have decided to
explore its use for writing bibliographies and references
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Al experts warns there could be disruptions in academia due to the breakthrough technology
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Al-Text Detectors: State-of-the-Art

[ Mitrovic¢ et al. ArXiv 2023 ]

[ Liu et al. ArXiv 2023 ]

[ Gehrmann al. ArXiv 2019 ]

[ Cotton et al. 1ISO4 2023 ] [ Mitchell et al. ArXiv 2023 ]

[ Solaiman et al. ArXiv 2019 ]

[ Desaire et al. CELL 2023 ]

Claimed Accuracy

[ Kushnareva et al. ArXiv 2021 ] [ Zellers et al. NIPS 2019 ]

[ Frohling et al. Peer] 2021 ] [ Gao et al. ArXiv 2023 ] [ Khalil et al. ArXiv 2023 ]

[ AI-Detection: ~98.81 ]

[ Guo et al. ArXiv 2023 ] [ Kumarage et al. ArXiv 2023 ] ‘ Writer Al Detector ]

[ Human-Detection: ~99.10 ]

[ Draft and Goal ]‘ Content at Scale ] [ Orignality.ai ] [ Writefull GPT ]

ZeroGPT
( Bleumink et al. 2023 ] [ OpenAl Classifier ]
Copyleaks GPTZero

[ Online Tool ]

Al-Text Detector

[Pegoraro, A., Kumari, K., Fereidooni, H., & Sadeghi, A. R. (2023) To ChatGPT, or not to ChatGPT: That is the question! arXiv preprint arXiv:2304.01487]



Existing ChatGPT Detectors

[ Liu et al. ArXiv 2023 ]

[ Mitchell et al. ArXiv 2023 ]

[ Guo et al. ArXiv 2023 ]

( OpenAl Classifier ] ZeroGPT

| Bleumink et al. 2023 |

Copyleaks

Detection Accuracy

[ Desaire et al. CELL 2023 ]

( Orignality.ai ]

[ Content at Scale ] GPTZero

( Writer AI Detector ] ( Draft and Goal ]

[ ChatGPT-Detection: ~97.87 ]

Human-Detection: ~98.51

( Online Tool ]

[ Writefull GPT ]

ChatGPT Detectors

[Pegoraro, A., Kumari, K., Fereidooni, H., & Sadeghi, A. R. (2023) To ChatGPT, or not to ChatGPT: That is the question! arXiv preprint arXiv:2304.01487]



Evaluation of ChatGPT Detectors
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[Pegoraro, A., Kumari, K., Fereidooni, H., & Sadeghi, A. R. (2023) To ChatGPT, or not to ChatGPT: That is the question! arXiv preprint arXiv:2304.01487]
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Machine
Behavior




HActions, %e/irlgs, and Emotions

q Advise

Human Behavior Bias eﬁ, iﬁ',

* Decision Making

Advertise Advocate

. . . . (Leader)
 Creativity and Imagination

e Contextual Understanding
* Adaptability and Learning
* Cognitive differences

Empathy and Emotional Intelligence

Common Sense Reasoning

Intuition and Instinct

Humor and Sarcasm

Psychology

AFK (Away

from Keyboard) Aggravate Aggressively Agitated




Intuition and Hypothesis

Human interactions exhibit diverse patterns and
inherent biases. Thus, when thoughts (or when
translated into text) compared to phonetic waves
vibrates with different frequency.

Machines interact based on predefined rules. Hence,
in this case, text strings vibrates with same frequency.

Higher frequency « Higher energy and vice versa.

O
Thus, human produced content vibrates with high
energy and machine generated content vibrates with
low energy.




Modeling the Basic Idea

Doppler effect involves source waves radiating
outward in concentric circles towards the
Observer.

Model source frequencies as drumhead
vibrations. Diametric waves propagate in
concentric circles towards a fixed outer
boundary.

Adopt drumhead vibrations to model waves and
source frequency.

Train an Energy-Based Model (EBM) and
integrate the observed frequency as an energy
value.

Finally, using XAl to counter hybrid rephrasing.

Source Observer

210 YWV 8




DEMASQ:
Details




Core Components

Energy-based
Model Training

\
' A
Embedding Ef
> — S |
Vector V (X) Iy |
C
\ ‘ True False >

L = Binay_cross_entropy +Ef

Doppler Effect

-

0 : argming L(0, Er)

|
\

Bo <«



Core Components

Embedding V = [v,,v,, ...

, Ukl
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DEMASQ: Training

e.g.
“Sky is blue”

"T—

Input
Text

Embeddings ‘

Generation
110

{000

Drumhead Vibration
Computation

Source Frequency
(i.e., Scalar)

7L

Source Velocity
Computation

Source Velocity
(i.e., Scalar)

[[0.1, ..., 0.007],
V = [0.016,..., 0.6],
[0.1,..., 0.9]]

Doppler Effect

Observer
Velocity
(i.e., Scalar)

44—

Observed Frequency
(i.e., Scalar)

Energy-basec

»| Model Training
argming L(6, Ef)

Loss Function Computation
L = Binar_Cross_Entropy + Observed_Frequency

Scalar Value




DEMASQ: Hybrid Text

Generate hybrid text
(Zombie text)

Embeddings
Generation

&

Input

* Blue is the dominant color of the
* The sky's color

* The

a vibrant shade of blue
* The sky's color exhibits a vibrant shade
color exhibits a vibrant shade of blue

Gradient

I Cy

Text

| g
Original Embeddings

W) &

XAl: Integrated

Perturbed Embeddings

e.g., “The color of the sky is vibrant blue”
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Evaluation




Benchmark Datasets

Dataset

Writefull Al

GPTZero

CopyLeaks

Originality,ai

OpenAl Classifier

Gao et al. BioRxiv 2022

Liu et al. arXiv 2023

Mitrovic et al. arXiv 2023

Guo et al. arXiv 2023

Mitchell et al. arXiv 2023

Desaire et al. CELL 2023

Pegoraro et al. arXiv 2023

Human
Records

N.A
~1,100,000
250
300,000
1,000
58,546
~3,000
434

59,214

Al
Records

N.A.

N.A.
N.A.
N.A.
N.A.
250
300,000
1,395
26,903
~12,000
905

74,964

Medical

G

Finance

Total
Samples

N.A.

N.A.
N.A.
~1M
~1M
500
600,000
2,395
85,449
~15,000
1,339

134,178




Evaluation

TPR = e
. " TP+ FN

ChatGPT =0

TNR = N
. " TN + FP

Human =1

Results for DEMASQ trained on different datasets

Dataset
Medical
Finance
News
Research
Q&A
Wiki

Blog

Records
4,992
15,732
3,620
2,664
4,748
3,368
99,054
134,178

TPR (%)
96.6
94.6
95.2
87.1
/3.9
78.5
100.0
97.0

TNR (%)




TP TN

Evaluation By BT

ChatGPT =0 Human = 1

Results for DEMASQ trained on different datasets of abstracts

) Liu et al. arXiv 2023 TPR(%) | TNR (%)

TASK 1: Create Abstract from Title 100,000
TASK 2: Complete Abstract from initial segment 100,000
TASK 3: Rephrase Abstract 100,000

BIAS in TASK 1 BIAS in TASK 3

Record Label Record Label
99990 One of the main challenges that the Semantic W...

99998 1In this paper we consider Basis Pursuit De-Noi...
99991 This paper presents a new probabilistic approa... 99991 The paper discusses a problem called Basis Pur...
99992 AI systems typically make decisions and find p... 99992 In this work, dynamic Bayesian multinets are i...
99993 This paper proposes an efficient lineage appro... 99993 This paper introduces dynamic Bayesian multine...
99994 An important form of prior information in clus... 99994 We examine a standard factory scheduling probl...
99995 This paper presents a novel approach for solvi... 99995 This studv focuses on a factory scheduling pro...
99996 Third-party services form an integral part of ... 99996 The paper proposes a novel upper confidence bo...
99997 This paper investigates the mobile advertising... 99997 This paper introduces a new method called the ...

99998 Scientific discoveries are increasingly driven... 99998 We address the problem of quantifying the cryp...

® P ® P @ B ®@ B ® B
® P ® P @ P ®@ P ®@ B

99999 This paper presents a comparative evaluation o... 99999 This paper addresses how to measure the level ...



Evaluation

W TPR = s W TNR = i
" TP+ FN " TN + FP

Results for DEMASQ and CheckGPT on the rephrased datasets

Rephrased
Liu et al. arXiv 2023

TASK 1: Create Abstract from Title

TASK 2: Complete Abstract from
initial segment

TASK 3: Rephrase Abstract

CheckGPT DEMASQ

Records

TPR (%) TNR (%) TPR(%) TNR (%)

100,000 82.7 99.7 93.0 94.1

100,000 56.3 96.1 83.4 84.5

100,000




Conclusion

* Proposed a novel detection method
DEMASQ to accurately detect the ChatGPT-
generated text.

* Incorporates the effects introduced by
various factors during human interactions
with other humans or machines.

* Considers rephrasing techniques employed
by humans to modify ChatGPT-generated
responses and evade detection.

* Evaluations on a comprehensive benchmark
dataset comprising over 100,000 samples,
which covers diverse domains.
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Drumhead Vibration

Top
View

Jor (aor)

Bessel Function: j,;, n=0
Angular mode n=0




Analogy: Computing Observed Frequency

Embedding V = [vq, vy, ..., U]

Jor (@)

Source Frequency Observed Frequency
— Xok - _ Cy+try
Efs do1 Ef i Cy—Sy * EfS



Doppler Effect

(Source Velocity (H))
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Doppler Effect

Sy I'y Sv
Source Human Observer Source ChatGPT

fs

Source (ChatGPT or human) frequency

Medium velocity
Observed frequency




Energy-Based Model (EBM)

'." ChatGPT-generated content \‘\_
I________. ............. - : |
i Learning : <0E | |
! _ . | '
. 0 =argming L(6,Ef) ! | :
3 : I ! in-distribution :
X ! !
!‘ :/\ : _) |
- E(x;F) !
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'." Human-generated content S
) |
) ’ i
| ;
! out-of-distribution :
! !
! i
> 05 !
' D . EV(J_C); F) ,'I



Integrated Gradient

1&

L OFy (X' + a(¥ — X))
da

H{(X) = (x; — x}) xf

!

HIG(J_C)) — [xl,xz, ---;xn] ‘

axi

x3

ith feature contribution



Perturbing IV HIG :[x5, X3, X1, X7, wor, Xi]

Vte:[vy, -, V3, Vs, e, Vi)
HIG :[XZ,X3,X1,X71, in]

— N\
x1 B x> x3 V+62:[v1,vZ, ,V4,...,vi]

ith feature contribution HIG : [xz’ x3’ xl’ x71’ e ) x20 e ) xl]

V+EZO: [vl, vz; v3; v4; vy 7Ty e vi]
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