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Problem:

• Neural network models can leak the training datasets 

• Existing privacy protection methods such as homomorphic 
encryption and differential privacy have their limitations.
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Solution:

• Trade-off between privacy and loss of model performance

• Protect visual privacy of image data by shuffling
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Architecture:

• Using VFE to guide privacy-preserving image shuffle

• Improve the convergence speed of model training over the 
shuffled image data by ST-Adam Optimizer 
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VFE:
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Challenge of  training on the mixed dataset:

• models struggling to converge due to gradient 
oscillation 
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ST-Adam Optimizer:

• The update rules of ST-Adam Optimizer

(1) calculates the gradient of the loss function

(2) calculate the momentum by hyperparameter β

(3) calculate the daptive learning rate by hyperparameter γ

(4) update the parameters of models
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ST-Adam Optimizer:

• Why ST-Adam Optimizer?

(1) First define

(2) According to Jensen’s inequality

(3) Substituting the update rule of ST-Adam
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Validation on ST-Adam Optimizer:
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Defend Against Heuristic Attacks:



#NDSSSymposium2024

Presented by

Defend Against GAN:
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Defend Against Membership Inference:
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Performance:
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Performance:
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