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Abstract—The proliferation of images captured from millions
of cameras and the advancement of facial recognition (FR)
technology have made the abuse of FR a severe privacy threat.
Existing works typically rely on obfuscation, synthesis, or adver-
sarial examples to modify faces in images to achieve anti-facial
recognition (AFR). However, the unmodified images captured
by camera modules that contain sensitive personally identifiable
information (PII) could still be leaked. In this paper, we propose a
novel approach, CamPro, to capture inborn AFR images. CamPro
enables well-packed commodity camera modules to produce
images that contain little PII and yet still contain enough infor-
mation to support other non-sensitive vision applications, such
as person detection. Specifically, CamPro tunes the configuration
setup inside the camera image signal processor (ISP), i.e., color
correction matrix and gamma correction, to achieve AFR, and
designs an image enhancer to keep the image quality for possible
human viewers. We implemented and validated CamPro on a
proof-of-concept camera, and our experiments demonstrate its
effectiveness on ten state-of-the-art black-box FR models. The
results show that CamPro images can significantly reduce face
identification accuracy to 0.3% while having little impact on the
targeted non-sensitive vision application. Furthermore, we find
that CamPro is resilient to adaptive attackers who have re-trained
their FR models using images generated by CamPro, even with
full knowledge of privacy-preserving ISP parameters.

I. INTRODUCTION

The rapid development of DNN has facilitated various
computer vision applications that recognize human activity,
such as person detection [69], human pose estimation [11],
and image caption [57], in areas such as surveillance [46],
healthcare [9]], sports [72], fitness [1l], etc. However, the
sensitive personally identifiable information (PII), especially
the faces in the images [48]], is simultaneously collected and
uploaded to untrusted third-party servers. The recent advance
in facial recognition (FR) techniques [13} (35} 45} 162]] has made
it easy and cheap to identify people by their faces. As reported
by the National Institute of Standards and Technology (NIST),
the face identification accuracy on common webcam images
is up to 99.35% among 1.6 million people [47]. That has
made the abuse of FR or even stalking [64] possible, resulting
in numerous lawsuits [33} 50, [64]]. The fear of privacy in-
fringements has caused reluctance to adopt CCTV in European
countries for years [6], and both California and Portland have
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Fig. 1. CamPro resides inside a camera module to achieve anti-facial

recognition (AFR) during the generation of images, i.e., privacy-preserving
by birth, while traditional AFR methods desensitize the raw images output by
the camera module, i.e., based on post-processing.

even banned FR techniques [27, 49]. Nevertheless, this paper
aims to enable people to benefit from modern technologies, i.e.,
freely using vision applications, while preserving their privacy,
i.e., achieving the goal of anti-facial recognition (AFR) [78]].

Existing literature works on the output images of the cam-
era module to achieve AFR, i.e., relying on post-processing.
Representative solutions include face obfuscation [32} 37, [82],
face editing [} 138} 58], and facial adversarial examples [10,
63, 183l 184], etc. For those post-processing-based solutions,
an adversary can bypass the protection if she can directly
access the camera module to obtain raw images, as depicted
in Fig. [T The adversary may access the camera module in
two ways, i.e., (1) allowed as requested permission of the
normal operation, and (2) illegally achieved by compromising
the operating system (OS). This inspires us to ask one research
question, “Is it possible to achieve AFR inside the camera
module, which is isolated from the OS and hopefully can be
difficultly compromised?”

To this end, we propose the concept of privacy-preserving
by birth, i.e., camera modules shall generate protected images
with PII removed to achieve AFR, which yet shall contain
enough information to support the targeted vision application,
such as person detection. By transferring the process of privacy
protection from outside the camera module to inside it, the
attacker’s opportunity to bypass the protection is limited as the
image acquisition and privacy protection are bound together.
We design and implement CamPro, which achieves AFR
inside a camera module but without the need of modifying
the hardware of existing commodity camera modules.

The goal of CamPro is challenging in terms of how
to manipulate the image acquisition to achieve the balance
between privacy protection and utility preservation of images.
Firstly, the original design purpose of the camera module is
to capture images that are consistent with human perception;
hence, there are no existing privacy-preserving functions in-
side the camera module. Although there are built-in image
signal processing (ISP) functions, e.g., demosaicing, gamma
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Fig. 2. Typical stages of face identification.

correction (Gamma), color correction matrix (CCM), etc., it
is unclear whether any of them can provide the capability of
AFR. Secondly, even if we can find proper ISP functions, it
is necessary to guarantee that the modification by CamPro
should have little effects upon the normal operation of the
targeted vision application, e.g., person detection. Since the
ISP functions are mostly image-agnostic and globally applied,
it is not trivial to find appropriate ISP parameters that prevent
facial recognition but allow the targeted vision application.
Thirdly, the appearance of CamPro images should also be
taken into consideration, especially for a few usages, such as
surveillance, where the images for visual recognition may be
viewed by humans for a second check or other purposes.

To address above challenges, we first conducted extensive
analysis and found that color-related ISP functions, such as
Gamma and CCM, are good candidates for achieving AFR
due to their non-linear mapping mechanism at the pixel level.
Then, to strike a balance between privacy preservation and
the utility of vision applications, we design an adversarial
learning framework to find appropriate parameters for those
ISP functions. Last but not least, to provide useful visual
information in a more human-friendly format, we design a
privacy-preserving image enhancer to reconstruct the images
without harming the privacy preservation. We implemented
and validated the prototype of CamPro on a commercial
camera module. Our experiments demonstrate that CamPro
can achieve a success rate of 99.7% against the black-box
state-of-the-art face identification systems, with little influence
on the performance of person detection. Our contributions in
this paper are summarized below:

e We propose a new paradigm to preserve privacy by birth
that enables common camera modules to output protected
images without hardware modification.

e We propose to use built-in ISP functions to desensitize
images, employ an adversarial learning framework to opti-
mize the ISP parameters to satisfy the design requirements
of both privacy and utility, and design an image enhancer
to improve the visual appearance for human viewers.

e We validated the effectiveness of CamPro on 10 state-
of-the-art FR models, including the security analysis on
white-box adaptive attacks. As a proof-of-concept, we
implemented CamPro on a commercial camera module
and validated it in the real world.

II. BACKGROUND

In this section, we present the background knowledge of
(1) facial recognition techniques that we want to disable, (2)
vision-based human activity recognition whose utility we want
to maintain, and (3) the camera module that we use to achieve
our goals.

A. Facial Recognition Techniques

Facial recognition (FR) identifies or verifies a person’s
identity based on their facial features. As a long-standing
topic in the field of computer vision, FR techniques have been
updated for many generations [18]], and most state-of-the-art
FR models are based on deep learning methodology [[15]. In
this paper, we focus on face identification systems (FIS) rather
than face verification systems due to privacy concerns [18]. In
the following, we briefly introduce the typical stages of face
identification, as illustrated in Fig.

1) Face Detection and Alignment. The FIS first detects and
crops the face for identification in the query image. Then,
the face is transformed to a canonical pose, i.e., aligned,
according to detected facial landmarks [85].

2) Feature Extraction. Then, the facial feature vector is
extracted with a DNN, i.e., a FR model, for face identi-
fication. If two images belong to the same identity, the
distance between their feature vectors will be close and
vice versa [62].

3) Feature Matching. Finally, the feature vector is matching
in the gallery set that refers to the collection of labeled
facial images. There are various ways of feature matching,
e.g., nearest neighbor and linear classifier. In nearest
neighbor, the distances, e.g., cosine distances, between
feature vectors are computed and the identity in the
gallery set who behaves the nearest distance is matched.

B. Vision-based Human Activity Recognition

Vision-based human activity recognition (HAR) is to auto-
matically interpret human motion based on the sequences of
images or the video, which can enable surveillance, healthcare,
sports, fitness, human-computer interface, etc. Since images
are affordable and easy to collect compared to the data of
wearable sensors, the vision-based approach becomes a major
branch of HAR [12]. However, privacy concerns about the leak
of sensitive personally identifiable information (PII), especially
for facial images, have become one of its major drawbacks [8]].
In this paper, we view the vision-based HAR as the targeted
vision application for which we aim to find AFR solutions.
Specifically, we investigate three representative vision applica-
tions of HAR as follows:

e Person Detection locates all the people who appeared in
an image. It can count the number of people, and fur-
thermore, track the movements of people by recognizing
several continuous video frames [53]).

e Human Pose Estimation detects and classifies the key
points of the human body, e.g., shoulders, elbows, and
knees, in an image. It can analyze the movements of
the user while doing an exercise or detect the injury like
falling for elderly adults or people with disabilities [9].

e Image Captioning is a multi-modal task that describes
the scene of an image with natural language [S7]. It can
describe the activity of humans and help identify potential
crimes by detecting descriptions of suspicious behaviors.

C. Camera Module

A camera module usually consists of an image sensor
(CMOS or CCD) and an image signal processor (ISP), as
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Fig. 3. A camera module typically consists of an image sensor and an image
signal processor (ISP). CamPro achieves privacy protection by tuning the
parameters of ISP functions in the common camera module.

shown in Fig. 3] The image sensor converts the perceived
lights to raw readings (RAW), and then, the ISP, a specialized
hardware for signal processing, converts the RAW to a standard
RGB (sRGB) image [2]] that accords with human visual sys-
tems. The ISP is essential for modern digital cameras because
(1) it provides an efficient RAW-to-sRGB conversion, and (2)
it deeply involves into the control of the image sensor, for
instance, adjusting the shutter and ISO to achieve the automatic
exposure (AE) via a closed-loop control, as shown in Fig. [3]

A number of common functions are employed by most
ISPs, including (1) demosaic that aggregates the channels of
neighbor pixels to reconstruct a full-color image, (2) color
correction matrix (CCM) that adjusts the colors with a linear
transformation to be consistent with human perception, and
(3) gamma correction (gamma) that is used to encode linear
luminance to match the non-linear characteristics of human
perception [19]. Moreover, due to the decoupled design of
the image sensor and ISP, ISPs often provide a set of tunable
parameters to cater to different sensors. In this paper, we utilize
the tunable parameters of ISP to enable the camera module
with the capability of AFR.

III. THREAT MODEL

In this paper, we motivate to remove the sensitive person-
ally identifiable information (PII) in a human-involved image,
i.e., achieving anti-facial recognition (AFR), but maintain
useful information for targeted vision applications, e.g., human
activity recognition (HAR). More importantly, we aim to
achieve this during the generation of images inside the camera
module, i.e., preserving privacy by birth. In the following,
we present the attack model, the capability and the design
requirements of our protection, named CamPro.

A. Attack Model

The attacker, either individual or company, wants to iden-
tify the victim with her facial images for various malicious
purposes, e.g., cybercrime, stalking, fraud, etc. The attacker
mainly utilizes automatic facial recognition (FR) techniques,
such as FaceNet [62], ArcFace [13], etc., to perform iden-
tification since FR is scalable and even more accurate than
human beings. The images that contain faces are collected by
malicious apps that can directly obtain images from the camera
module of the victim’s device. Malicious apps may access the
camera module in two ways, i.e., (1) allowed as requested
permission of the normal operation, and (2) illegally achieved
by compromising the OS.

Moreover, the attacker may design adaptive attacks [54]
against CamPro when she is aware of it. Specifically, she can
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Fig. 4. Color inversion effects on FR and HAR. FR: Faces highlighted
in circles are compared by FaceNet, and they are not viewed as the same
identity. HAR: The front person is detected yet the back one is missed after
color inversion. Color inversion affects the normal operation of HAR less.

use existing methods, such as image restoration and model
re-training, to improve the accuracy of face identification on
protected images. We assume that the attacker can achieve the
same type of privacy-preserving camera module as the victim’s
for reference, or in the worst case, know the configured ISP
parameters, which provides prior knowledge of CamPro for
the design of adaptive attacks.

B. CamPro Capability and Design Requirements

CamPro Capability. To combat the attacker who directly
obtains images from the camera module, CamPro can at most
utilize the built-in functions of the image signal processor
(ISP) inside a common camera module to achieve AFR.
Specifically, we assume that CamPro can tune the parameters
of those built-in functions. It is reasonable because modern
ISPs have a number of tunable parameters to be compatible
with various image sensors [68]. After deployment, CamPro
can disable the read or write access to the ISP parameters by
modifying the low-level interfaces in the firmware. Though
the capability to achieve AFR is restricted within the camera
module, CamPro can employ any post-processing, relying
on external computation resources, to maintain the utility of
targeted vision application and human perception.

Design Requirements. Firstly, CamPro shall be practical
and supported by most existing commodity camera modules.
Secondly, CamPro shall achieve AFR during the image ac-
quisition, indicated by significantly lowering the face identifi-
cation accuracy on the output of the camera module. Thirdly,
CamPro shall maintain the utility of the non-sensitive targeted
vision application, specifically HAR in this paper. Lastly,
CamPro shall make the images friendly for human viewers
to perceive useful visual information, e.g., human activities,
except the facial information. It is because we aim to achieve
AFR against both automatic programs and human beings.

IV. PRELIMINARY ANALYSIS

In this section, we explore the feasibility of achieving AFR
with some image transformations that can be implemented
in the camera module. Intuitively, changes of skin colors
may change the recognition result of FR models. However,
changes of skin and cloth colors may also affect the HAR
vision application, e.g., person detection. To investigate, we
transform the randomly chosen 1,000 images with people from
the COCO dataset [41] by inverting the colors from z to
1 — x, where x is the normalized image pixel value ranging



from O to 1. To further investigate the effects on both FR
and person detection, we conduct simulation experiments on
those color-inverted images. For FR, we use MTCNN [85]
to detect and align the faces in both the raw images and the
color-inverted images, then utilize pre-trained FaceNet [62]] to
extract the feature vectors of the faces, and finally compute the
cosine similarity between them. For person detection, we use
YOLOVS [69] for recognition, and then simply compare the
number of detected people in the raw images and the color-
inverted ones.

A representative example is shown in Fig. @] where two
people appear in the image. For FR, the cosine similarity
between the original face and the color-inverted face drops
significantly from 1.0 to 0.037. For person detection, both two
people are correctly detected in the raw image while after color
inversion, the clear person is detected while the blurred person
is missed. We also calculate the quantitative results for the
tested 1,000 images. The average cosine similarity between
the original face and the color-inverted face is 0.005, and only
1.6% of them are considered to belong to the same identity
with respect to the default threshold for 1-to-1 face comparing,
i.e., 0.409 [84]. For person detection, ~30% of detections of
people are missed after color inversion. Thus, color inversion
can have a good performance of AFR while affecting the
performance of person detection less.

Remarks. From the above experiment, it is promising that in-
camera transformations realized by tuning the ISP parameters
such as color inversion, are able to achieve privacy protection
again FR while keeping the utility of the HAR vision applica-
tion to some extent. However, it is still challenging to directly
use color inversion because of: (1) Low security. As color
inversion is completely invertible, the color-inverted images
can be easily recovered by attackers with prior knowledge.
(2) Suboptimal configuration. It is intuitive but suboptimal
to use color inversion to achieve our goal. As ISP provides a
number of color-related functions including CCM and Gamma,
it is probable to achieve better performance via optimization
on parameters of those functions. Therefore, in the design of
CamPro, we investigate more ISP functions mentioned above
and aim to achieve privacy protection even against white-box
attackers with an optimization-based approach.

V. SYSTEM DESIGN
A. CamPro Overview

Inspired by the preliminary analysis, we investigate the
color-related ISP functions and try to find a color transfor-
mation that can eliminate the sensitive information of faces
but preserve the non-sensitive information of human activities.

We design the CamPro system with two main modules:
(1) the CamPro camera module, and (2) the CamPro image
enhancer, as illustrated in Fig. [5] The outputs of the camera
module and the image enhancer are denoted as captured im-
ages and enhanced images, respectively. The CamPro camera
module refers to a commodity camera module configured with
a set of optimized ISP parameters for privacy protection. A
remarkable advantage of the CamPro camera module is that
it involves zero computational cost since we only change the
parameters of existing functions. The CamP ro image enhancer
refers to a DNN that improves the visual appearance of images

to provide useful information, e.g., human activities, in the
captured image with a more friendly format for human view.
According to our design, the requirements of privacy protection
on AFR and utility preservation on HAR are achieved on both
captured images and enhanced images, and the requirement of
visual appearance is realized on enhanced images.

To fulfill the CamPro system, we mainly answer the
following three research questions:

1) Q1: How to simulate the effect of the modified ISP
parameters on the image such that we can optimize the
parameters without actual deployments?

2) Q2: How to optimize the ISP parameters towards the goal
of both privacy protection and maintaining utility, even in
the face of the white-box adversary?

3) Q3: How to enhance the visual appearance of the captured
image for human perception in the meanwhile preserving
privacy?

To answer Q1, we design the Camera Modeling that models
two color-related ISP functions, i.e., color correction matrix
(CCM) and gamma correction (Gamma), and design a virtual
imaging pipeline to simulate the effect of the modified ISP
parameters on existing RGB images in the dataset. To resolve
Q2, we design the Adversarial Learning Framework that
performs a minimax optimization of face identification with
both the protector and the adversary. We also add a loss
component of utility to the optimization to preserve the useful
information of human activities for vision applications. For
Q3, we propose the CamPro Image Enhancer, which uses
a U-Net model and employs a multiple-task training scheme
to obfuscate the facial region in the captured images and in
the meanwhile recover other parts of the images to provide
more human-friendly visual information. In the following, we
introduce the three blocks in detail.

B. Camera Modeling

In this section, we simulate the effect of the modified ISP
parameters on the image by camera modeling. The benefit of
such an operation is two-fold: (1) It can save lots of manual
efforts in capturing images with different ISP parameters in
the real world. (2) The differentiable nature of the selected ISP
functions facilitates gradient-based optimization. To achieve it,
we first model the selected ISP functions and then propose
a virtual imaging pipeline that addresses the challenge of
simulating with existing RGB images.

1) ISP Function Modeling: As shown in the preliminary
analysis, the simple color inversion can effectively achieve
AFR. To further improve the performance of AFR, we in-
vestigate all the color-related functions in common ISPs, and
propose to employ the color correction matrix (CCM) and
gamma correction for privacy protection.

CCM is a linear transformation for the color space conver-
sion [[17]], which can be typically represented as a 3 x 3 matrix
multiplication with 9 tunable parameters, i.e., a1; to ass:

Rout ai1r ai2 a3 Rin
Gout | =clipg gy | [a21 a2z azs| |Gin (D
Bout a3y azz  a33) [Bin

where R;,, G, and By, are the red, green, and blue pixel
values of the input image, respectively. R,ut, Gout, and Byt



/ \
I
:
i
I | :
ensor i i
! Parameters for
) Privacy Pr on
5 ;

- Image Signal Processor

Real-world Scene Captured Image

Camera Module
(Section V-B and V-C)

Fig. 5.

) a

Anti-Facial Recognition

reT

..... N Lk_'

Vision Application
(e.g.. Person Detection)

U-Net Human View

Enhanced Image

Image Enhancer Design Requirements

(Section V-D)

Overview of CamPro system. CamPro system consists of two main modules, i.e., (1) the camera module where the parameters of built-in ISP

functions, i.e., color correction matrix (CCM) and gamma correction (Gamma), are optimized to prevent facial recognition but support the non-sensitive HAR
vision application, e.g., person detection, and (2) the image enhancer that further improves the visual appearance of images for human view.

Realworld | | I__I H RGB Image

| Scene ! SR S . in Dataset

Simulated

RGB Image

Real-World T Captured
eal-Worl i apture

Scene | CCM, CCM g Gamma,y, H RGB Image

Camera Hardware

(b)

Fig. 6. (a) Virtual imaging pipeline that conducts an RGB-to-RGB conversion,
where shaded blocks are unknown to us. (b) Real-world imaging pipeline
where the optimized ISP parameters in the simulation are deployed.

are the corresponding pixel values of the output image after
the CCM transformation. After the matrix multiplication, all
the pixel values are clipped into a valid range of [0, 1].

Gamma correction is a non-linear brightness transformation
that makes the output image cater to human non-linear visual
systems [19]. Gamma correction is usually implemented as a
Look-Up Table (LUT) in the ISP hardware [81]]. In commodity
ISPs, the number of LUT values that can be directly configured
is limited, and the other values are usually obtained by linear
interpolation with those configured values. We model this
mechanism via a piecewise linear function:

y=y+ I ) i =1,2, k=1 ()
Titl — T

where = denotes the input pixel value and y is the output pixel
value. x; and y; are the configured input values and output
values, respectively. k is the number of configured values. We
view z; as prior constants because it depends on the interface
provided by the ISP, while y; are variables, within the range
of [0,1], that serve as the tunable parameters.

2) Virtual Imaging Pipeline: With the CCM and Gamma
models, we cannot directly simulate their effects on public
datasets since almost all the images in existing image datasets
are RGB images that have been processed by unknown ISPs.
To address it, we design a virtual imaging pipeline to ap-
proximate their effects, as shown in Fig. [6(a). Specifically,
we first apply a De-Gamma function to undo the process of
Gamma, and then apply a custom CCM and Gamma function
to simulate the effects of modified parameters. Note that here
we use a common Gamma of 2.2 as the prior to design the
De-Gamma function, i.e., f(x) = 222, because we have little
knowledge about the original ISP parameters for the images in

datasets. We do not undo the process of CCM because there
are no common parameters for CCM, which are correlated to
the characteristics of the image sensor and the light condition.
Instead, we reuse the original CCM of the camera module
by deploying the multiplication of the original CCM and the
optimized CCM, as shown in Fig. [B[b).

C. Adversarial Learning Framework

To optimize the ISP parameters with the goal of preserving
privacy and maintaining utility, we propose an adversarial
learning framework, where the optimization is viewed as a
game of three players: (1) an imaging pipeline, controlled by
CCM and Gamma parameters, i.e., the objects to be optimized,
(2) a FR model that intends to identify the faces, and (3) a HAR
vision application model that indicates the utility, specifically,
a person detection model in this paper. During the adversarial
learning, the three players are optimized alternatively with their
own loss functions until a balance of privacy and utility is
achieved, as shown in Fig.[7} In the following, we present the
adversarial learning framework in detail.

1) Adversarial Learning Objectives: To optimize ISP pa-
rameters, a naive approach is to employ a similar scheme of
generating adversarial examples [7], which enlarges the loss
of the FR model by modifying the ISP parameters. However,
the naive approach may give a false sense of security in the
context of transferability to various FR models and robustness
against adaptive attackers [54]]. We conduct an ablation study
on the naive approach in Sec. [VI-D] and the results confirm
its weak transferability over various FR models. Here, we
hypothesize that if the optimized ISP parameters can achieve
privacy against an adaptive model, the privacy protection will
be likely to transfer to other non-adaptive models. Therefore,
we aim to achieve AFR against an adaptive attacker, i.e., a FR
model fine-tuned on the CamPro captured images, during the
optimization of ISP parameters. The goal of the FR model is
to maximize the performance of face identification while the
goal of the CamPro imaging pipeline is to minimize it. Thus,
they form a non-convex minimax optimization problem:

mcipmgXE(I,y)NDFV(F(C(I))ay) )

where C' is the camera imaging pipeline controlled by the
tunable ISP parameters and F' is the FR model. E represents
the expectation value. x and y denote the image and label
sampled from the face dataset Dr. V is a metric of face
identification, e.g., accuracy.
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Unlike common image classifiers, face identification sys-
tems (FIS) do not have specific classes, because every subject
in the gallery set is an individual class. The composition
and the size of the gallery set are variable. However, as the
protector, we cannot know the gallery set of the adversary. To
fulfill the optimization in Eq. 3] we set up a proxy classification
head for the FR model, where a fixed group of people are
classified. We hold the hypothesis that the effectiveness of
AFR for those proxy identities would be valid for other
identities in the gallery set of the adversary, as long as they
are sampled from similar distributions. Thus, we convert a face
identification problem into a multi-classification problem and
then substitute the indifferentiable metric V' with the cross-
entropy (CE) loss L. in Eq. 3}

max mbin E(z,y)~DpLce = —logpy

4)
p = Softmax(H (F(C(z))))

where p is a vector of probabilities and p, denotes the
probability of the class y. H is the proxy classification head
that takes the features extracted by the FR model F' as input
and outputs the logits vector.

For the optimization problem in Eq. ] a global optimum
exists when C' converts any pixel values in the raw image
into the same one, rendering that any F' cannot discriminate
different identities. However, the solution is unacceptable
because it also disables the non-sensitive vision application,
e.g., person detection. Therefore, we propose to optimize for
the utility simultaneously:

rélilglE(m>y)~DPLd5t(P(C(x>)ﬂ y) = Le¢is + Lo (5)

where P is the person detector. Dp is the dataset for person
detection. L .+ represents the detection loss, composed of the
classification loss L.;, and the box localization loss Ly, [55].
L, indicates the difference between the predicted class prob-
abilities and the ground-truth class labels in the image. Lo,
indicates the difference between the predicted bounding box
coordinates and the ground-truth bounding box coordinates.

2) Training Scheme: As demonstrated in Eq.[4] the imaging
pipeline C' and the FR model F' have opposite objectives. As
a result, a joint optimization is not feasible. Instead, we adopt
alternative optimization, a common practice in generative
adversarial networks (GANSs) [20], to solve the non-convex

minimax problem. Since it is computationally unaffordable
and easy to overfit for a full inner optimization, we alternate
between m steps of optimizing F' and n steps of optimizing C.
Furthermore, as formulated in Eq. [3] the imaging pipeline C
and the person detector P share the same objective on utility,
so we conduct a joint optimization of them. We solve the opti-
mization problems formulated in Eq. ] and Eq. [5 via gradient
descent. The details of the training scheme is presented in
Algorithm[T]in Appendix. The updated expressions of imaging
pipeline, FR model, and person detection model are as follows:

Oc 0o — eV (Lns(0c,0r) + wLaet(0c,0p))
0 < 0r —arpVo,Lec(0c,0F) (6)
Op < 0p — apVe, Laet(0c,0p)

where 0¢, O, and 0p represent the parameters of the imaging
pipeline, FR model, and person detection model, respectively.
ac, ap, and ap are the corresponding learning rates. w is
a weight to balance the privacy loss and the utility loss. L,
is the non-saturated CE loss [20] that substitutes the negative
CE loss —L.. = logp,, where L,; = —log(1 — p,). At the
beginning of optimization, since the facial images are slightly
modified, the FR model often gives high confidence prediction,
i.e., py =~ 1. Thus, L. is saturated such that the optimization
becomes slow. At the end of optimization, the FR model cannot
discriminate faces well, i.e., p, ~ 0. In this case, L. results
in a very high loss, breaking the balance with the utility loss
Lget- On the contrary, the non-saturated loss L, s can not only
provide large gradients at the beginning of optimization but
also saturate itself to balance with the utility loss at the end.

D. CamPro Image Enhancer

With the CamP ro camera module, we can already achieve
AFR while maintaining the utility from the perspective of
machine perception. However, in some cases, the images
captured by the CamPro camera may be viewed by humans
for a second check or other purposes. Considering this, we try
to enhance the captured images to make them maintain a basic
level of visual appearance for human perception.

To improve the visual appearance, a simple idea is to
constrain the modification of ISP parameters within a range
such as an L, norm constraint. However, we find that slight
modifications are unable to achieve a good performance of
AFR. Instead of adding constraints, we propose a DNN-based



T
:
'---1 MAE Loss

reference

Captured Image Image Enhancer Enhanced Image

face
detection

Original Image

Binary Mask

Fig. 8. Multiple-task training of the image enhancer. The face in the captured
image is guided to be obfuscated while the other parts are reconstructed.

image enhancer that further processes the captured images to
fulfill human perception. Additionally, the enhanced images
can be properly recognized by other HAR vision applications,
e.g., human pose estimation and image captioning, besides the
targeted one, i.e., person detection, which is involved in the
adversarial learning.

To realize the image enhancer, we train a U-Net [60] with
pairs of original images and captured images with the goal
of restoring the captured images to the original images. U-
Net is a fully-convolutional network with an encoder-decoder
architecture [60], which can preserve spatial information with
the help of skip connections. Hence, it excels at performing
a translation between images. We train the U-Net with the
mean absolute error (MAE) loss, also known as L; loss. The
optimization is formulated as follows:

min B, x Lagas(R(C(@)),2) = [RC@) — 2| (7)

where R is the image enhancer and C' is the optimized imaging
pipeline. z denotes the image sampled from the standard image
dataset X, e.g., the COCO dataset.

Since the image enhancer serves as a rough inverse trans-
formation of the optimized imaging pipeline, the remaining
sensitive information may be reconstructed. Thus, the effec-
tiveness of CamPro for privacy protection against black-box
attackers may be degraded when performing FR on enhanced
images. That is because the attacker gains prior knowledge
from the image enhancer. To mitigate the degradation of
privacy protection, we employ the multiple-task training that
guides the U-Net to obfuscate the faces while reconstructing
the other parts of the image. As illustrated in Fig. [8] specifi-
cally, we first detect the faces in the original images, and then
generate a binary mask for each original image, where the
faces are filled with O while the others are filled with 1. Then,
the MAE loss is modified as follows:

Lyap =s©|R(C(x)) —z[+ (1 -5) @ [R(C(x))]  ®)

where s is the binary mask of the original image z. ® denotes
the Hadamard product operator. As shown in Fig. [§] the face
in the enhanced image is obfuscated while other parts of the
image can be recognized by humans. Since the face obfusca-
tion is simultaneously done with the image enhancement via a
single model, it can hardly be bypassed even if the adversary
can obtain the image enhancer.

VI. EVALUATION
A. Experimental Setup

In this section, we present the configuration of CamPro,
and the datasets, models, classifiers, metrics, and the evaluation
protocol of face identification.

CamPro Configuration. The number of configured values in
Gamma is 32, where their input values are evenly spaced
from O to 1. In the adversarial learning framework, we use
Adam [36] with a learning rate of 1072 to optimize the
camera imaging pipeline, and use SGD with a learning rate
of 10~% and 10~ to optimize the FR model and the person
detection model, respectively. The weight w in Eq. [f] that
balances the privacy loss and the utility loss is set to 0.2. The
adversarial learning process lasts 500 epochs. The CamPro
image enhancer is trained on 5,000 COCO [41] images, and
RetinaFace [14] is used to generate the binary mask for those
images. The optimizer of the image enhancer is AdamW [43]
with a learning rate of 3 x 10~* and a weight decay of 102,
and the training process proceeds 1,000 epochs.

Datasets. We employ two public facial image datasets, i.e.,
CelebA [42] and LFW [31], to evaluate the performance of
AFR, and use the COCO [41] (Common Objects in Context)
dataset to evaluate the performance of person detection, human
pose estimation, and image captioning which are supported by
COCO. In the adversarial learning framework, we use CelebA
as the face dataset and use COCO as the person dataset.

Models. We evaluate the AFR capability of CamPro

over 10 pre-trained FR models from recent studies
published at top-tier conferences of computer vision,
including  FaceNet-InceptionResNetV1  [62], ArcFace-

IResNet18/SE50/152 [13]], MagFace-IResNet18/50/100 [45]],
and AdaFace-IResNet18/50/100 [35]. Moreover, we evaluate
the utility of the protected images with three different HAR
models, i.e., YOLOVS [69] for person detection, HRNet [65]
provided by MMPose [11] for human pose estimation, and
BLIP [40] provided by LAVIS [39] for image captioning.

Classifiers. We investigate two representative classifiers for
face identification, i.e., nearest neighbor (Nearest) and linear
classifier (Linear). The former is the most common classifier
in the evaluation of face identification [13, |62], and the
latter is usually investigated in previous work of AFR, e.g.,
Fawkes [63]]. We use cosine distance to decide the nearest
neighbor, and use softmax loss to train the linear classifier.

Metrics. For the evaluation of AFR, we use face identification
accuracy as the metric, where the prediction of the face
identification system (FIS) is viewed as correct if and only
if it is the same as the ground truth, also known as the top-
1 accuracy. Note that a lower accuracy indicates a better
protection. For the evaluation of HAR utility, we use the stan-
dard metric of each vision application, i.e., Average Precision
(AP) [41] for person detection and human pose estimation, and
Consensus-based Image Description Evaluation (CIDEr) [[71]
for image captioning. Furthermore, to quantify the utility of
human perception, we utilize four full-reference image quality
assessment metrics, i.e., Root Mean Square Error (RMSE),
Peak Signal-to-Noise Ratio (PSNR) [30]], Similarity Structural
Index Measure (SSIM) [77], and Multi-Scale Similarity Struc-
tural Index Measure (MS-SSIM) [76].



TABLE 1. PERFORMANCE OF ANTI-FACIAL RECOGNITION AGAINST FACE IDENTIFICATION SYSTEMS
Dataset Image Type Classifier Facial Recognition Model (Feature Extractor) Average
FaceNet’  ArcI8'  Arc50>  Arcl52®  Magl8*  Mag50°  Magl00®  Adal8’  Ada50®  Adal00’
Raw Nearest 67.1% 77.7% 82.9% 89.5% 77.5% 90.1% 90.6% 86.6% 90.2% 90.9% 84.3%
CelebA Captured Nearest 0.0% 0.0% 0.1% 0.0% 0.0% 0.1% 0.1% 0.4% 1.2% 1.5% 0.3%
Enhanced Nearest 0.2% 0.1% 0.4% 0.4% 0.1% 0.7% 0.8% 0.8% 1.3% 1.6% 0.6%
Raw Linear 64.7% 70.1% 69.1% 86.6% 75.5% 89.5% 90.1% 82.5% 89.1% 90.2% 80.7%
CelebA Captured Linear 0.0% 0.0% 0.1% 0.0% 0.0% 0.1% 0.1% 0.2% 0.6% 0.9% 0.2%
Enhanced Linear 0.1% 0.1% 0.2% 0.2% 0.1% 0.5% 0.5% 0.4% 0.7% 1.0% 0.4%
Raw Nearest 93.9% 92.7% 97.9% 99.2% 93.0% 99.3% 99.3% 98.7% 99.3% 99.4% 97.3%
LFW Captured Nearest 0.1% 0.1% 0.6% 0.3% 0.1% 0.3% 0.4% 1.1% 1.7% 1.6% 0.6%
Enhanced Nearest 0.8% 0.6% 2.3% 1.4% 0.8% 2.6% 2.6% 3.3% 4.8% 5.5% 2.5%
Raw Linear 92.2% 92.6% 97.8% 98.7% 92.0% 99.2% 99.2% 97.6% 99.1% 99.2% 96.8%
LFW Captured Linear 0.2% 0.1% 0.6% 0.3% 0.1% 0.2% 0.3% 0.7% 1.2% 1.2% 0.5%
Enhanced Linear 0.8% 0.7% 2.4% 1.0% 0.7% 1.9% 2.0% 2.0% 3.0% 3.7% 1.8%

! ArcFace-IResNet18; 2 ArcFace-IResNetSE50;

0 FaceNet-InceptionResNetV 1;
8 AdaFace-IResN et50;

6 MagFace-IResNet100; 7 AdaFace-IResNet18;

Evaluation Protocol of Face Identification. We use a closed-
set protocol of face identification for evaluation [25 [34].
Specifically, we first filter the subjects who have more than
2 images in the dataset. Thus, the total numbers of subjects
are 10,126 and 1,680 for CelebA and LFW, respectively. Then,
we build the gallery set owned by the adversary by randomly
choosing one image of each subject. We also create a sequence
of query images by randomly choosing another image of each
subject to conduct face identification. To evaluate the perfor-
mance of privacy protection, the query images are supposed
to be protected by a certain method, e.g., CamPro or other
baseline methods. To reduce the variation of the result, we run
the closed-set identification protocol 10 times independently
and report the mean accuracy by default.

B. Evaluation of Privacy Protection

In this section, we evaluate the privacy protection per-
formance of CamPro against 20 face identification systems,
i.e., the combination of 10 existing FR models and 2 types
of common face identification classifiers. The detailed results
can be found in Table [l In the following, we first present the
overall performance and then analyze the impacts of various
factors, e.g., FR models, face identification classifiers, and face
datasets, on the performance of AFR.

1) Overall Performance: The adversary may exploit either
the images output by the CamPro camera module, i.e., the
captured images, or the images output by the CamPro image
enhancer, i.e., the enhanced images, for face identification.
Therefore, we investigate the privacy protection performance
of CamPro on both captured images and enhanced images.
We also evaluate the face identification accuracy on the
raw/unprotected images as the baseline. We find that the
face identification systems with the nearest neighbor classifier
achieve an average accuracy of 84.3% on the raw images of
CelebA dataset, an average accuracy of 0.3% on the captured
images, and an average accuracy of 0.6% on the enhanced
images. The results indicate that both the captured images and
the enhanced images of CamPro achieve good performance
of privacy protection.

2) Impact of Various Facial Recognition Models: We em-
ploy 10 state-of-the-art DNN models that are highly diverse in
training datasets, losses, and DNN architectures. Among the 10
models, only one model, Adal8 (Model 7 in Table[l), is seen

3 ArcFace-IResNet152;
° AdaFace-IResNet100.

4 MagFace-IResNet18; 5 MagFace-IResNet50;

by CamPro while the others are unseen. From the results, we
can see that the face identification accuracies achieved by the
seen model are 0.4% for the captured images and 0.8% for the
enhanced images, while the highest accuracies achieved by the
unseen models are 1.5% for the captured images and 1.6% for
the enhanced images. It indicates that the privacy-preserving
effects of CamPro can generalize well across black-box FR
models.

3) Impact of Various Face Identification Classifiers: Be-
sides the common nearest neighbor classifier used for feature
matching as default, we also evaluate the softmax linear clas-
sifier trained with labeled face images. The face identification
systems with the linear classifier achieve an average accuracy
of 80.7% on the raw images of CelebA dataset, an average
accuracy of 0.2% on the captured images, and an average
accuracy of 0.4% on the enhanced images, which is overall
slightly lower than those with the nearest neighbor classifier.
The results indicate that CamPro also works on the face
identification systems with the linear classifier.

4) Impact of Various Face Datasets: We employ two
standard face datasets, including the trained one, CelebA, and
the untrained one, LFW, for evaluation. The subjects between
the two datasets are not overlapped. From the results, we find
that CamPro can protect 99.4% of subjects from CelebA and
97.5% of subjects from LFW. However, for raw images, the
face identification accuracy achieved on CelebA, i.e., 84.3%,
is also lower than that on LFW, i.e., 97.3%. It is because LFW
has fewer subjects and fewer pose variations, thus it is easier
to identify faces on LFW than on CelebA.

C. Visualization of Facial Features

To better understand the effects of CamPro on the face
identification systems, we use t-distributed Stochastic Neigh-
bor Embedding (t-SNE) [[70], which embeds high-dimensional
data into low-dimensional data (e.g., 2D) via self-supervised
learning, to visualize the facial features extracted by the FR
model. We randomly select 10 subjects from CelebA, and
use the facial features extracted by Adal8 for visualization.
Furthermore, we run the nearest neighbor algorithm with
the embedded features to visualize the decision boundaries
between every two different subjects.

First, we visualize the facial features of the raw images.
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The t-SNE visualization of facial features. Every dot in Fig. (a)/(b)/(c) represents an image, and its color represents the identity. In Fig. (a) and (b),

we visualize the decision boundaries of the nearest neighbor classifier via a colorful background. Fig. (a) shows the features of the raw images. Fig. (b) shows
the features of the protected images in the same embedding space as (a). Fig. (c) shows the features of the protected images in another standalone embedding
space. The comparison between Fig. (a) and (b) demonstrates the AFR effects. The comparison between Fig. (a) and (c) indicates that the FR model is unable

to extract good features for identification.

As illustrated in Fig. Eka), the features form 10 separated
clusters, where various images of the same subject are close
to each other; hence, the different subjects can be correctly
matched via the nearest neighbor classifier. Then, we transform
the facial features of the captured images by CamPro into
the same low-dimensional embeddings trained with the raw
images. As shown in Fig. [9(b), the features of the captured
images that belong to 10 subjects are distracted from their
original clusters and move across the decision boundaries. As
a result, the accuracy of the classifier, which works well on
the raw images, significantly drops. Moreover, we train a t-
SNE with the facial features of the captured images alone. As
depicted in Fig. [Pfc), the features of the 10 subjects are mixed
up and do not form 10 clusters by subject as those of the raw
images. The observation indicates that even if the classifier is
trained on the facial features of the captured images, it is still
difficult to discriminate different subjects.

D. Ablation Study of Adversarial Learning Scheme

When optimizing the ISP parameters, we alternate with
two steps, i.e., (1) the protector update step and (2) the attacker
update step. The details of each step can be found in Sec.[V-C|
The ISP parameters are not updated in the attacker update
step. Therefore, we conduct an ablation study by removing
the attacker update step. After removing the adversary step, the
adversarial learning scheme is converted into a similar scheme
with the generation of adversarial examples. We evaluate
the privacy protection performance with the removal of the
attacker update step, denoted as Protector-Only, on CelebA.
We keep the other settings of optimization, e.g., only one
white-box/seen model, Adal8.

As presented in Table [II, we observe that both Protector-
Only and Protector+Attacker, i.e., CamPro, achieve good
performance on the white-box model; however, Protector-
Only can not transfer well to some black-box models, for
example, Adal00 still achieves an accuracy of 40.4%. The
average accuracy of the 9 black-box models is 16.4%, which is
1093% of the accuracy of the white-box model, while the value
is 0.3% for Protector+Attacker. The ablation study suggests
that the attacker update step is necessary for the adversarial
learning scheme. The optimization against an adaptive model
helps our protection to generalize on other black-box models.

TABLE II. ABLATION STUDY OF ADVERSARIAL LEARNING SCHEME

Protector-Only Protector+Attacker

Adal8" White-box 1.5% 0.4%
Arc50" Black-box 1.0% 0.1%
Magl8" Black-box 2.3% 0.0%
Arcl18” Black-box 2.7% 0.0%
FaceNet" Black-box 4.5% 0.0%
Arcl52" Black-box 13.1% 0.0%
Mag50" Black-box 23.1% 0.1%
MaglOOﬂ Black-box 27.1% 0.1%
Ada50" Black-box 33.0% 1.2%
Adal00 Black-box 40.4% 1.5%
Average Black-box Accuracy 16.4% 0.3%
Accuracy ratio (Black-box/White-box) 1093 % 75%

“ The abbreviations are consistent with those shown in Tablem

E. Evaluation of Utility

In this section, we investigate the utility maintenance of
CamPro from two perspectives, i.e., machine perception and
human perception. In the following, we first evaluate the
overall performance of person detection, i.e., the targeted
vision application in this paper, on the captured images, and
then assess the image quality improvements by the CamPro
image enhancer. Furthermore, we investigate the utility of the
enhanced images generalized on other vision applications.

1) Overall Performance of Targeted Vision Application:
We evaluate the person detection results of YOLOvS5m, i.e.,
the targeted vision application, on COCO as the overall
performance. Besides the cases with and without CamPro,
we investigate two existing hardware-level privacy-preserving
approaches, i.e., using a low-resolution camera [61]] and using
a defocused camera [51]], as the baselines of CamPro. To have
a fair comparison, we control under a similar degree of privacy
protection as CamPro. The details of our implementation can
be found in Appendix [A] The quantitative results of person
detection are presented in Table [Tl The AP, which is the
primary challenge metric of COCO, on raw images is 0.578.
CamPro preserves an AP of 0.475 while the low-resolution
and defocused approach obtains a worse AP of 0.284 and
0.395 than CamPro, respectively. For other metrics, e.g., AP
with different IoU thresholds (AP@0.5, AP@0.75), precision,
recall, and F1 score, CamPro also performs better than the
low-resolution and defocused approach. The qualitative results
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Fig. 10.  Qualitative results of CamPro. Fig. (a) and Fig. (b) show the
results of person detection on raw images and captured images, respectively.
The utility of person detection preserves with CamPro. Fig. (c¢) shows the
enhanced images that are friendly for humans to perceive the human activities.

TABLE III. UTILITY OF PERSON DETECTION
AP AP@0.5 AP@0.75 Precision Recall F1
Raw Images 0.578 0.833 0.625 0.840 0.739  0.786
Low-Resolution  0.284 0.517 0.271 0.722 0.444 0.550
Defocused 0.395 0.655 0.399 0.780 0.565 0.655
CamPro 0.475 0.742 0.496 0.796 0.650 0.716

of the captured images are shown in Fig. [I0[b).

2) Image Quality Assessment: For human perception, we
mainly evaluate it from the aspect of image quality. Specif-
ically, we employ the full reference image quality assess-
ment [77]], i.e., calculating the similarity of the test
image with the reference image. When the test image, i.e.,
the protected image, is identical to the reference image, i.e.,
the raw image, the assessed image quality achieves the best.
From the results shown in Table [[V] we find that the image
enhancement promotes PSNR from 10.8 dB to 21.5 dB, SSIM
from 0.437 to 0.749, and MS-SSIM from 0.195 to 0.761.
According to prior works [26] [66]], the image quality of the
enhanced images is within the acceptable range, i.e., with a
PSNR larger than 20 dB and an SSIM larger than 0.7. The
qualitative results are illustrated in Fig. [T0fc).

3) Generalization on Various Vision Applications: Since
the enhanced images achieve a basic level of image quality,
we further study whether the enhanced images can be used
for various HAR vision applications besides the targeted one.
We investigate the other two vision applications, i.e., human
pose estimation and image captioning. The models and metrics
for evaluation are presented in Sec. [VI-A] Additionally, we
use one classic model per vision application as the baseline,

TABLE IV. IMAGE QUALITY ASSESSMENT
Image Type RMSE | PSNR 1 SSIM 1 MS-SSIM 1
Captured 0.299 10.8 dB 0.437 0.195
Enhanced 0.093 21.5 dB 0.749 0.761

' The symbol | denotes that a lower value is better for the metric. The symbol 1
denotes that a higher value is better for the metric.
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TABLE V. UTILITY OF VARIOUS VISION APPLICATIONS

Vision Application Metric Raw Baseline CamPro
Human Pose Estimation AP 0.742 0.552 0.554
Image Caption CIDEr 1.334 1.114 1.131
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Fig. 11. Trade-offs of privacy and utility. The horizontal axis denotes the
face identification accuracy, where a lower accuracy indicates a better
privacy, and the vertical axis denotes the average precision (AP) of person
detection, where a higher AP indicates a better utility. The figure shows
that CamPro achieves better privacy-utility trade-offs than the baselines, i.e.,
the low-resolution and defocused camera.

i.e., DeepPose [67] for human pose estimation and Att2in
for image caption. As shown in Table [V] the performances
of both human pose estimation and image caption on the
enhanced images are better than the baselines, indicating that
the degradation of utility is acceptable and can be mitigated
by the improvement of the recognition model. The qualitative
recognition results on the enhanced images are shown in
Fig. [I5]in Appendix.

F. Privacy-Utility Trade-offs Analysis

Privacy protection and the goal of maintaining utility
usually conflict with each other. To investigate the trade-offs
of privacy and utility, we change the optimization focus of
CamPro by adjusting the weight w in Eq. [f] that balances the
privacy loss and the utility loss. As CamPro has achieved a
strong privacy-preserving effect, i.e., reducing the accuracy to
< 1%, under the default parameters, we increase the weight w
to make the optimization more focused on utility. Specifically,
we investigate 3 different weights w, i.e., 0.2 (the default
one), 1, and 5. For the low-resolution [61]] and defocused [51]]
cameras, we also select 3 groups of parameters that stand for
different protection levels per approach, which is presented in
Appendix [A] We use the average face identification accuracy
of 10 FR models on CelebA to measure the performance of
privacy, and utilize the AP of YOLOv5m on COCO to measure
the performance of utility. To better understand the trade-offs,
we present the performance of privacy and utility in the same
coordinate, as shown in Fig. [T1]

From the results, we can see that at the cost of a part
of privacy, CamPro can maintain more utility, e.g., the AP
increases from 0.475 to 0.540, i.e., the drop of AP is limited
within 0.03, while the face identification accuracy increases
from 0.3% to 11.8%. Furthermore, we observe that the two
baseline approaches are dominated by CamPro according to
the Pareto optimality, which indicates CamPro can achieve a
better privacy-utility trade-off than previous approaches.



Fig. 12. Real-world evaluation setups. We use a camera module, i.e., an
ISP RV1126 and an image sensor IMX415, to film the images displayed on
a monitor. The CamPro parameters are deployed onto the camera module.

TABLE VI SIMILARITY OF IMAGE PAIRS
Image A Image B RMSE | PSNR 1 SSIM 1
simulated real-world 0.034 30.1 dB 0.892
raw enhanced 0.129 17.9 dB 0.622

G. Real-world Evaluation

In the real world, we implement a proof-of-concept
CamPro system using a commodity camera module, with an
ISP RV1126 [59] and an image sensor IMX415. We deploy
the optimized ISP parameters onto the camera module and
implement the image enhancer on a remote server equipped
with one NVIDIA RTX 3090 for processing. To ease the
burden of recruiting many volunteers for face identification in
the real world, we use the camera to film the images displayed
on a monitor, as shown in Fig. [I2] The captured images are
with a resolution of 1920 x 1080 and encoded with JPEG
format. For each displayed image, we capture twice, where
one is captured with the default ISP parameters and the other
is captured with the CamPro ISP parameters. Due to the
overheads to capture images in the real world, we evaluate
the effectiveness of CamPro on LFW and a subset of COCO
that consists of 1,256 images.

1) Image Discrepancy: To investigate the discrepancy be-
tween simulation and real-world image-taking, we measure
the similarities between the simulated captured images and
the real-world captured images, as illustrated in Fig. [T€] in
Appendix. Quantitatively, they achieve a PSNR of 30.1 db,
and an SSIM of 0.892, as presented in Table m The result
implies that our virtual imaging pipeline is fidelity to the real-
world image capturing. Moreover, we measure the similarities
between the raw images and the enhanced images, i.e., image
quality, as shown in Fig.[I7]in Appendix. They achieve a PSNR
of 17.9 db, and an SSIM of 0.622, which are a bit lower
than the ones of simulation due to real-world noises caused
by sensor and lossy JPEG compression.

2) Performance of Privacy and Utility: The average ac-
curacy of the 10 face identification systems is 0.13% on the
captured images and 0.28% on the enhanced images while it is
95.9% on the raw images. All the accuracies are slightly lower
than those in simulation because of real-world noises. The
person detector, YOLOvV5m, achieves an AP score of 0.648 on
the captured images, with respect of the pseudo ground truths
that are detection results with high confidence (> 0.5) on the
unprotected images. In general, the real-world performances of
privacy and utility are consistent with our simulation results.
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(c) Image Denoising (d) Image Deblurring

(e) Blind Face Restoration
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Fig. 13. Qualitative results of adaptive attacks based on image restoration.
Fig. (c)-(f) demonstrate the restored images of various approaches, where the
images in Fig. (c)-(e) are restored without prior knowledge while the results
in Fig. (f) with full knowledge of CamPro. The best of them still lose many
facial details; hence, CamPro can still preserve a certain degree of privacy.

VII. SECURITY ANALYSIS

In this section, we analyze the security of CamPro against
adaptive adversaries who are aware of our protection and try
to bypass it. From the technical perspective, we investigate
two representative kinds of adaptive attacks, i.e., (1) image
restoration, and (2) model re-training. The main idea of the
former is to improve the data for recognition, i.e., to convert the
protected faces into the raw faces with state-of-the-art image
restoration methods. The major objective of the latter is to im-
prove the recognition model, i.e., to specialize the recognition
model to discriminate the facial features of different subjects
shown in protected images. We assume that all the adaptive
attacks target at the outputs of camera, i.e., the captured
images, rather than the outputs of image enhancer because the
facial regions in the enhanced images are completely removed.
Moreover, we consider 3 types of adversaries with different
levels of prior knowledge, i.e., black-box adversaries, gray-
box adversaries, and white-box adversaries. Their capabilities
are presented as follows:

1) Black-box adversaries have no knowledge of CamPro.
They may apply existing image restoration techniques
onto the protected images.

Gray-box adversaries have limited knowledge of
CamPro. They may purchase the same type of camera
equipped with CamPro and use it to capture images for
reference. However, the ISP parameters of CamPro are
not accessible to them.

White-box adversaries have full knowledge of CamPro.
They may know the optimized ISP parameters of
CamPro, if possible, via social engineering or reverse-
engineering the same type of camera.

2)

3)

A. Black-box Adversary

For black-box adversaries, they have the same capability
as evaluated in Sec. [VI-B] They can only obtain images via
the victim’s cameras. It is not feasible for them to re-train
the FR models because of the lack of labels. Therefore, we
mainly discuss the adaptive attacks based on image restora-
tion for black-box adversaries. On review of existing image
restoration approaches, we find that few are well-designed
for CamPro. We investigate two state-of-the-art DNN-based
image restoration approaches, i.e., Uformer [[74] and GFP-
GAN [73]. Uformer is a transformer-based encoder-decoder



TABLE VIIL. PERFORMANCE OF PRIVACY PROTECTION IN THE

WHITE-BOX SETTING

Finetune Train From Scratch

Restoration
Softmax ArcFace Softmax ArcFace

FaceNet" 12.0% 0.0% 2.3% 0.0% 2.1%
Arcl8” 10.1% 15.4% 6.2% 4.7% 2.1%
Arc50" 19.5% 0.0% 4.1% 10.7% 4.7%
Arcl52" 3.7% 0.0% 12.6% 9.3% 3.9%
Mag18" 14.5% 18.7% 7.1% 5.7% 2.1%
Mag50" 15.6% 0.0% 8.0% 0.0% 6.3%
Mag100” 6.9% 0.0% 5.3% 0.0% 7.5%
Adal8” 5.4% 11.8% 3.0% 5.3% 5.4%
Adas50” 18.9% 10.1% 5.8% 13.2% 8.3%
Adal00” 5.0% 10.9% 2.1% 8.5% 10.2%
Average 11.2% 6.7% 5.7% 5.7% 5.3%

" The abbreviations are consistent with those shown in Table[ﬂ

neural network that can be used for both image denoising
and deblurring [74]. GFP-GAN is a blind face restoration
approach that utilizes the facial priors in a pretrained face
GAN [[73]]. As shown in Fig.[T3] after denoising and deblurring,
the images have few differences from the captured images
while after blind face restoration, one clearer face appears
on the output image, but apparently the face does not belong
to the ground-truth subject. It is not surprising that existing
image restoration methods perform poorly, because the color
distortion introduced by CamPro is very different from the
natural distortions, e.g., noise, blur, vintage, etc., for which
those methods are designed.

B. Gray-box Adversary

For gray-box adversaries, they may purchase the same type
of camera equipped with CamPro. Although both black-box
and gray-box adversaries can obtain images via calling the
camera, the gray-box ones can utilize the purchased camera
to produce self-made images, where the subjects are under
control. In this way, they can collect pairs of raw images and
protected images theoretically. However, it will be a large
overhead to manually collect a huge number of protected
images for re-training the FR model in the real world. More
practically, the attackers may use the physically-accessible
camera equipped with CamPro to capture several images
of subjects in the gallery set to re-enroll the subject with
the private image. We implemented such an operation via
simulation, and evaluate its impact on the face identification

systems used in Sec.

From the results, we find that, after re-enrolling, the
average face identification accuracy rises from 0.3% to 0.6%
on CelebA and from 0.6% to 1.3% on LFW. The accuracy on
the captured images is promoted but even not higher than the
naive accuracy on the enhanced images. The results indicate
that even if we do not introduce any randomness into the
imaging pipeline, the adversary can not attain high accuracy by
simply replacing the ‘template’, i.e., the enrolled face, with a
transformed version. The primary reason is that the normal FR
models are unable to extract distinguishable features from the
protected image for the subsequent face identification classifier,
which is consistent with our observations on the t-SNE plot of
extracted facial features, as presented in Sec.
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Fig. 14.  Overfitting phenomenon during model re-training. The training
losses of both protected and unprotected images steadily decrease, but the
test accuracy of protected images oscillates and stays at a low level.

C. White-box Adversary

For white-box adversaries, they may know the built-in
parameters of CamPro by social engineering or reverse-
engineering the same type of camera equipped with CamPro.
In this way, they can constitute a simulation pipeline to
generate numerous images of CamPro at a low cost. In the
following, we consider two types of adaptive attacks, i.e., (1)
re-training the facial feature extractor, and (2) developing a
specialized image restoration algorithm.

1) Model Re-training: We construct a CamPro facial im-
age dataset CelebA-P by converting the normal facial images
into the simulated captured images by CamPro using the
proposed virtual imaging pipeline. Then, we re-train the 10
FR models on CelebA-P by 2 common modes, i.e., training-
from-scratch and finetuning. In the training-from-scratch, the
weights of the FR models are initialized randomly, while in
the finetuning, they are initialized with the pre-trained weights.
Moreover, we investigate 2 types of training loss, i.e., Softmax
loss and Additive Angular Margin (ArcFace) loss. Therefore,
we re-train 40 (10 x 2 x 2) models in total. The model training
proceeds 20 epochs. We use an SGD optimizer with a learning
rate of le-1 and a weight decay of 5e-4. The learning rate of
SGD decays to le-2 at the end of epoch 15. The above training
settings are validated by training with normal face datasets.

We present the face identification accuracies on CelebA-P
in Table [VII] Column 1-4. The highest accuracy among 40 mod-
els is 19.5%, obtained by the ArcFace-IResNet50 finetuned
with the Softmax loss. In general, the results of finetuning
perform better than the ones of training-from-scratch, and
surprisingly, the results of Softmax perform better than the
ones of ArcFace which often performs better than Softmax
on normal face datasets. Furthermore, the results have a large
variance, especially for those using ArcFace loss. That is
because the overfitting phenomenon often occurs when training
with protected images, as shown in Fig. The main reason
for overfitting is that the training data, i.e., protected images,
are highly noisy, indicating that the majority of facial features
have been removed by CamPro.

2) Image Restoration: Since CamPro gives a many-to-
one color mapping, it is an ill-posed problem to restore the
real-world scene with the captured image. However, neural
networks excel at identifying patterns in the degraded image
and estimating the original image by being trained on datasets
of both original images and protected images. The training
settings of image restoration are the same as training the
enhancer of CamPro, as presented in Sec. except for
removing the penalty of face restoration.

As demonstrated in Fig. the results of the specialized



image restoration algorithm for CamPro are much better than
those of existing image restoration methods. The restored
faces look similar to the original ones but lack facial details.
Moreover, we investigate the face identification accuracy with
the restored facial images. The quantitative results are shown
in Table Column 5. The average accuracy is 5.3%, and
the best accuracy among 10 models is 10.2%, which are more
stable but generally worse than those adaptive attacks based
on model re-training.

Takeaways. From the quantitative results shown in Table
we find that in the face of the strongest white-box adaptive
attacks, CamPro can lower the average face identification
accuracy below 12% on CelebA. The result indicates that
CamPro can still preserve a certain degree of privacy, even
if the adversary has complete knowledge of CamPro.

VIII. LIMITATION & DISCUSSION

Limitations. This study has two limitations. (1) CamPro sys-
tem is not suitable for scenarios that require the fidelity of the
user’s face, such as taking a selfie, because it is conflicted with
the goal of achieving AFR against both automatic programs
and humans. (2) The camera modeling of CamPro is based
on a mainstream architecture of ISP but does not cover all ISP
architectures, e.g., those where Gamma is not implemented
as LUT. Although the camera modeling need to be replaced
according to the ISP architecture, the design of the adversarial
learning framework and the image enhancer is still applicable.

Extensive Effects on Face Detection. In the above evaluation,
we suppose that the users’ faces protected by CamPro are
correctly detected as well as the regular faces. However,
CamPro also affects the accuracy of face detection, which
is an essential pre-processing for face identification. If no
faces are detected, the procedure of face identification will be
aborted. Therefore, CamPro may succeed beyond expectation
due to its effects on face detection. For instance, we tested
300 CamPro images on the face searching (identification)
API of Face++ [16], and found that none of the protected
faces is recognized by the Face++ API. We also observed
frequent failures of face detection on another commercial FR
API, Amazon Rekognition [56].

Deployment on Android. We attempt to deploy on smart-
phones, thus preventing unauthorized FR when using those
untrusted apps that access the camera. As we do not have
the same privilege as the Original Equipment Manufacturers
(OEMs) of the smartphones, we failed to modify the interfaces
or drivers, where CamP ro should be deployed, in the firmware.
However, we can validate the capabilities of CamPro with
the interfaces of the Android camera subsystem [22]. Specif-
ically, we implemented CamPro by setting two parameters
of the Camera2 API, i.e., ColorSpaceTransform [23] and
TonemapCurve [24]. We investigated 8 Android smartphones
with different models, and all of them succeeded to perform the
effects of CamPro. The specifications of the tested smartphone
are presented in Table in Appendix.

IX. RELATED WORK

In this section, we introduce the prior work on anti-facial
recognition (AFR) related to CamP ro. We classify the existing
related literatures into two groups by their positions relative to
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the output images of the camera module, i.e., post-processing-
based AFR and pre-processing-based AFR.

A. Post-Processing-Based Anti-Facial Recognition

Much work has studied the feasibility of achieving AFR via
image post-processing. The most classic and general approach
is to first detect the faces and then employ simple degradation
functions, e.g., pixelating, blurring, and masking, to remove the
facial information [32} 37, [82]. A branch of work proposes to
substitute the simple degradation function to improve the visual
experience of human viewers. Bitouk et al.| [S] propose a com-
plete system for automatic face replacement in images and gen-
erate plausible results of pose, lighting, and skin color. Rhee
and Lee| [S8] build a system that generates a cartoon character
looking similar to the user by compositing the most similar fa-
cial components according to facial features. Kuang et al.| [38]]
develop a GAN-based approach that replaces the original face
with a different yet realistic face via image synthesis. Recently,
adversarial example attacks [21} [44] are applied to prevent
unauthorized FR, e.g., Fawkes [63], LowKey [10]], and TIP-
IM [83]], which achieve minimal modifications to the original
image. Another branch of work studies a similar problem as the
one in this paper, i.e., how to preserve useful information but
eliminates sensitive information for a given vision application.
Bertran et al| [4] propose an information theoretic approach
based on adversarial games of DNNs to maintain performance
on existing algorithms while minimizing sensitive information
leakage. [Wu et al.| [79, [80] propose a DNN with adversarial
learning to apply a degradation transform for the video inputs
to make action recognition feasible while suppressing the
privacy breach risk. Although their motivation is similar to
ours, all of them use DNN, which is impossible to realize
in most camera modules, to desensitize the images as post-
processing. In contrast, we achieve the goal with the common
camera module by using the built-in functions of its ISP.

B. Pre-Processing-Based Anti-Facial Recognition

Another group of related work studies privacy preserva-
tion with a pre-processing. We place CamPro into the pre-
processing-based methods that achieve desensitization before
the camera module outputs the captured image. |Pittaluga and
Koppal| [51] design two different optical systems to protect
privacy by altering the injected lights of the camera. They
perform optical averaging to achieve a K-anonymity image
capture, and they use a defocused lens to obfuscate the images
captured by infrared cameras, which still enables accurate
depth sensing and motion tracking. |Hinojosa et al.| [28§]
further dedicate the defocused lens by optimizing the point
spread function to prevent FR while maintaining the utility
of human pose estimation. A few similar approaches as [28]]
can achieve privacy-preserving image caption [3|] and action
recognition [29]]. In addition to optics, |Ryoo et al.|[61] propose
to perform person detection with an extremely low-resolution
camera, i.e., 10x or 20x lower resolution w.r.t. its original
resolution, thus making FR difficult. |Pittaluga et al.|[52] design
a specialized circuit that utilize the human body temperature
to locate and mask the faces inside the thermal camera.
Wang et al.| [75] propose a physically-isolated shielding system
consisting of a camera and a screen, which is placed in front
of the original camera to encrypt the face before transmitting it



to the Internet. Compared to the existing pre-processing-based
approaches, CamPro dives into the camera module to use its
built-in ISP functions, which requires no additional hardware
and realizes a tight binding of image acquisition and privacy
protection.

X. CONCLUSION

In this paper, we investigate the feasibility of achieving
anti-facial recognition (AFR) within a camera module mean-
while maintaining the utility in the context of human activity
recognition. We propose CamPro, which contains a camera
module and an image enhancer, which requires no additional
hardware and is practical to deploy on commodity camera
modules. The AFR effects of CamPro can generalize well
on various black-box face identification systems, i.e., reducing
the average accuracy to 0.3%, and are resistant to white-box
adaptive attacks. CamPro can achieve better privacy-utility
trade-offs than previous hardware-level approaches. This work
serves as the first attempt at privacy preservation by birth
leveraging built-in ISP functions in the camera module. Future
directions include (1) investigating other ISP functions besides
CCM and Gamma, (2) investigating other kinds of image
privacy protection besides AFR, and (3) further improving the
visual appearance of the output images, possibly with the help
of advanced image generation techniques.
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APPENDIX
A. Implementation of Baseline Approaches

We implement two existing hardware-level approaches of
privacy protection, i.e., using a low-resolution camera [61] and
using a defocused camera [51]], as the baselines in Sec.
and Sec. For a fair comparison with CamPro, we
finetune a specialized person detection model for each baseline
approach to evaluate the performance on the protected images.
In the following, we present the details of our implemented
baseline approaches.

Low Resolution. We simulate the outputs of a low-resolution
camera via image downsampling [61], where the downsam-
pling factor controls the intensity of privacy protection. Since
the downsampled images have an invalid shape for recognition,
we upsample the images to their original shape with a bilinear
interpolation.

Defocused Blur. We simulate the blurry images output by
a defocused camera via applying Gaussian blur to the raw
images [51]], where the kernel size and standard deviation
of Gaussian blur affect the intensity of privacy protection. A
larger kernel or higher standard deviation makes the Gaussian
blur stronger.

Parameter Selection. Both the low-resolution and defocused
camera have parameters that control the intensity of privacy
protection. A reasonable selection of parameters is important
to conduct comparisons between methods. The details of
parameter selection are as follows.

When comparing the utility of person detection in
Sec. we select appropriate parameters to achieve similar
effects of privacy protection as CamPro. Specifically, the
downsampling factor of the low-resolution camera is selected
as 16, and the Gaussian kernel size and standard deviation of
the defocused camera are 25 and 7, respectively. We use the
face identification accuracy of Adal8 on CelebA to indicate the
effects of privacy protection. The low-resolution and defocused
camera lower the accuracy to 0.5% and 0.6%, respectively,
which is close to CamPro, i.e., 0.4%.

When comparing the privacy-utility trade-offs in Sec.
we explore another two parameters that lower the intensity of
protection to promote the utility of the targeted vision applica-
tion, in addition to the one investigated in Sec. for each
baseline method. Specifically, we set the downsampling factor
of the low-resolution camera as 4/8/16, and set the Gaussian
kernel size and standard deviation of the defocused camera as
9/13/15 and 3/5/7, respectively.
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B. CamPro Real-world Deployment

The color correction matrix (CCM) is related to the light
condition; hence, many ISPs such as RV1126 [59] employ
a dynamic CCM related to the color temperature to achieve
better image quality. In the following, we present how to
deploy CamPro on an ISP with a dynamic CCM.

Supposed that there are n calibrated CCMs under the
standard light conditions whose color temperatures 7' are
fixed. The tuples of calibrated CCM and color temperature
are denoted as:

(Ty, CCM,), (Ty, CCMy), -+ (T, CCM,,)

where the color temperatures 77, 75, -
ing order.

-+, T, are in the ascend-

For a given color temperature 7, estimated by the ISP,
the dynamic CCM CCM,,; is linearly interpolated by two
calibrated CCMs CCM ;, CCM ;11 whose color temperatures
T;,T;+, are the nearest to the estimated one.

Te—Ti ,Ti-i—l_Te

CCMypi = 77— —_—
Tiyn—T; Tiy1 —T;

S CCMisq + .COM;

To deploy the optimized CCM CCM ,;, we should let
CCMyr; — CCMyy; - CCM,pe, according to the virtual
imaging pipeline as presented in Sec. Since the dynamic
CCM is a linear combination of calibrated CCMs, we modify
the calibrated CCMs as follows:

CCM, — CCM; - CCM opt
CCMy — CCM;y - CCM ot

CCM, — CCM, - CCM,,,

to achieve the deployment on a dynamic CCM.



C. Algorithm, Figures and Tables

Algorithm 1: CamPro Adversarial Learning

Input: Camera imaging pipeline C' and its ISP
parameters 6. Facial identification model F'
and its parameters 6. Person detection model

P and its parameters 0p. Face dataset Dp.

Person detection dataset Dp.

Output: Camera ISP parameters 0. Person detection

model parameters 67.

1 Initialize the proxy head H and its parameters 0 ;

2 repeat
3 for i =1,2,...,Length of Dr do
4 Sample data = and label y from Dp;
5 p = Softmax(H (F(x)));
6 Lee =~ Ingy;
7 9H<—9H—(1HV9HLC€;
8 Op < 0p — apVe, Lee;
9 end
10 until Accuracy is higher than threshold.;
1u for i =1,2,...,maxiters do
12 for j =1,2,...,m do
13 Sample data = and label y from Dp;
14 z=C(z);
15 p = Softmax(H (F(%)));
16 Lee = — Ingy;
17 HH <_0H_aHv9HLce;
18 HF <—9F—OzFV9FLce;
19 end
20 for j=1,2,...,ndo
21 Sample data z; and label y; from Dp;
22 T =C(x1);
23 p = Softmax(H (F'(£1)));
24 Lys = —log(1 —py);
25 Sample data zo and label yo from Dp;
26 fi’g = C(.’Eg);
27 cls,box = P(Z2);
28 Lger = Leis(cls, y2) + Loz (box, y2);
29 HC <~ HC - aCVOC (Lns + WLdet);
30 Op < 0p — apVe, Laes;
31 end
32 end
TABLE VIII. SPECIFICATIONS OF TESTED ANDROID SMARTPHONES
Device Model oS Android version CamPro
Google Pixel stock Android 10 v
Samsung S20 FE One UI 3.1 11 v
Huawei Nova 4 EMUI 10.0.0 10 4
OPPO Find X5 Pro Color0S 13.1 13 v
iQOO Neo5 SE OriginOS 3 13 v
iQOO Neo6 SE OriginOS 3 13 v
Redmi K308 Ultra MIUI 14.0.5 12 v
MEIZU 16th Plus Flyme 8.1.8.0A 8 4

(a) “Two women play- (b) “A man and a (c) “A group of men
ing a video game in a woman sitting at a table standing next to each
living room.” with food.” other.”

(d) “Two people playing () “A man and a (f) “A group of men
a video game in a living woman sitting at a table standing next to each
room.” with food.” other.”

Fig. 15. Qualitative results of three HAR vision applications: (1) person
detection (plotted with red boxes), (2) human pose estimation (plotted with
points and skeletons), and (3) image captioning (displayed with short captions
below pictures). Fig. (a)-(c) show the recognition results of the raw images,
and Fig. (d)-(f) show the results of the enhanced images of CamPro. Related
quantitative results and analyses can be found in Sec.

(a) simulated captured image (b) real-world captured image

Fig. 16. Captured image in simulation and real-world. Related quantitative
results can be found in Sec.

(a) raw image

Fig. 17. Real-world raw image and CamPro enhanced image. Related
quantitative results can be found in Sec. [VI-GI]
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APPENDIX A
ARTIFACT APPENDIX

A. Description & Requirements

This artifact includes the major evaluation experiments
presented in CamPro paper. To largely shorten the required
time for evaluation, we omit the data preprocessing and
training procedure of CamPro; instead, we provide the links
to processed datasets, optimized ISP parameters and vision
application models in our instruction README.md.

1) How to access: We uploaded the artifact to Zenodo,
which is a platform that offers permanent storage with a DOI.
The DOI link is https://doi.org/10.5281/zenodo.10156141,

2) Hardware dependencies: Our experiments can be run
on most commodity desktop/laptop machines. However, since
there are several neural network models used for the evalua-
tion, it is necessary to run the experiments on a commodity
GPU (e.g., NVIDIA RTX 3090) to shorten the whole progress.
The recommended GPU memory is more than 12 GB. To solve
the memory limitation problem, it is feasible to lower the batch
size of the data loader. To storage the large image datasets, it
is recommended to spare more than 64 GB disk space.

3) Software dependencies:

A recent Linux OS (e.g., Ubuntu 18.04/20.04/22.04)
CUDA driver version higher than 11.3

Python 3.9 (Recommended to install Anaconda)
Other python packages listed in requirements.txt

4) Benchmarks:

e CelebA face dataset, where the faces have been cropped
and aligned by a face detector MTCNN.

e LFW face dataset, where the faces have been cropped and
aligned by a face detector MTCNN.

e MS COCO detection 2017 dataset.

B. Artifact Installation & Configuration

Please follow the instructions of Python Environment Setup
and Data Preparation contained in README.md. We also pro-
vide a bash script start.sh to automate the procedures of data
preparation and python environment setup. Please follow the
instructions of Semi-Auto Setup contained in README.md.

C. Experiment Workflow

All the experiments are invoked by executing the corre-
sponding python script under the folder src/evaluation/. The
experimental results are organized and saved to the folder
results/ with a CSV format except for ES. In ES, the results
(e.g., the best attack success rate) are printed in the console.

D. Major Claims

CamPro has the following major claims:

e (Cl): cCamPro can largely lower the face identification
accuracies on both the captured images and the enhanced
images [Sec. VI-B1]. CamP ro can be effective across var-
ious facial recognition models [Sec. VI-B2], various face
identification classifiers [Sec. VI-B3], and various face
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datasets [Sec. VI-B4]. This is proven by the experiment
(E1) whose results are illustrated in [Table IJ.

e (C2): CamPro adversarial learning scheme is important
to generalize on those unseen/black-box facial recogni-
tion models [Sec. VI-D]. If the attacker update step is
removed, the protection may be ineffective on various
unseen models. This is proven by the experiment (E2)
whose results are shown in [Table II].

e (C3): CamPro can maintain the utility of the target vision
application, i.e., person detection, on the captured images
[Sec. VI-E1]. CamPro performs better than the baselines,
i.e., the low-resolution and defocused approach, as for
various metrics of person detection. It is proven by the
experiment (E3) whose results are presented in [Table III].

e (C4): CamPro image enhancer can largely improve the
image quality to make it friendly for possible human
viewers to recognize the happened human activities
[Sec. VI-E2]. It is proven by the experiment (E4) whose
results are presented in [Table IV].

e (C5): CamPro are resistant to the white-box adaptive
attacks [Sec. VII-C]. Even if the adversary can re-train
the facial recognition model with the full knowledge
of CamPro including the exact deployed parameters,
CamPro can still reduce the face identification accuracies
to a low level. This is proven by the experiment (ES)
whose results are shown in [Table VII].

E. Evaluation

1) Anti-Facial Recognition Experiment (EI): [15 human-
minutes + 5 compute-hours]: In this experiment, we evalu-
ate the performance of anti-facial recognition (AFR) on the
protected images, i.e., the captured images and the enhanced
images. A lower face identification accuracy indicates a better
AFR effect.

[How to] The experiments can be conducted by running a
python file named expl.py.

[Preparation] None.

[Execution] First, activate your python environment if you
use Anaconda. Second, change your current directory to src/.
Third, run the python script evaluation/expl.py. Finally, check
the saved result in results/l.csv. For reference, the detailed
commands are listed in README.md.

[Results] The results will be saved to a CSV file whose
path is results/1.csv. The format is the same as [Table I]. Since
there are randomness in our evaluation protocol, as discussed
in the evaluation protocol part in [Sec. VI-A], we expect
that there are tiny numerical differences (< 0.01) between the
reproduced results and the reported ones in this paper.

2) Ablation Study Experiment (E2): [15 human-minutes +
0.5 compute-hours]: In this experiment, we make an ablation
study on the adversarial learning framework. We remove the
Attacker Update Step in adversarial learning, and obtain a
set of parameters checkpoints/ablation.pt against a white-box
model Adal8 checkpoints/whitebox.pt. Here, we evaluate the
ablated parameters against other nine black-box models. As
reported in our paper, the ablated parameters would perform
much worse on those black-box models than on the white-box
models.


https://doi.org/10.5281/zenodo.10156141

[How to] The experiments can be conducted by running a
python file named exp2.py.

[Preparation] None.

[Execution] First, activate your python environment if you
use Anaconda. Second, change your current directory to src/.
Third, run the python script evaluation/exp2.py. Finally, check
the saved result in results/2.csv. For reference, the detailed
commands are listed in README.md.

[Results] The results are saved to a CSV file whose path
is results/2.csv. The format is the same as [Table II]. The
last column in [Table II] is exactly same as the first row in
[Table IJ; hence, it has been validated in (El). Since there
are randomness in our evaluation protocol, as discussed in
the evaluation protocol part in [Sec. VI-A], we expect that
there are tiny numerical differences (< 0.01) between the
reproduced results and the reported ones in this paper. Note
that the Accuracy ratio (Black-box/White-box) may have a
bit larger difference (< 1.0) because its denominator is quite
small.

3) Vision Application Performance Experiment (E3): [15
human-minutes + 0.5 compute-hours]: In this experiment,
we evaluate the target vision application performances with
CamPro and with two baseline methods. To have a fair
comparison, we finetune the person detector model yolov5m
for each method. The finetuned model weights are saved as
captured.pt, lowres.pt, and defocus.pt, respectively. We calcu-
late common metrics of object detection, e.g., AP, Precision,
Recall, F1, etc., for each method.

[How to] The experiments can be conducted by running a
python file named exp3.py.

[Preparation] None.

[Execution] First, activate your python environment if you
use Anaconda. Second, change your current directory to src/.
Third, run the python script evaluation/exp3.py. Finally, check
the saved result in results/3.csv. For reference, the detailed
commands are listed in README.md.

[Results] The results are saved to a CSV file whose path is
results/3.csv. The format is the same as [Table III]. Due to the
randomness of the data loader, we expect that there are trivial
numerical differences between the reproduced results and the
reported ones in this paper.

4) Image Quality Assessment Experiment (E4): [15 human-
minutes + 0.2 compute-hours]: In this experiment, we evaluate
the image quality of both the captured images and the enhanced
images. The metrics include RMSE, PSNR, SSIM, and MS-
SSIM. The enhanced images have a much higher quality than
the captured images.

[How to] The experiments can be conducted by running a
python file named exp4.py.

[Preparation] None.

[Execution] First, activate your python environment if you
use Anaconda. Second, change your current directory to src/.
Third, run the python script evaluation/exp4.py. Finally, check
the saved result in results/4.csv. For reference, the detailed
commands are listed in README.md.
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[Results] The results are saved to a CSV file whose path is
results/4.csv. The format is the same as [Table IV]. Due to the
randomness of the data loader, we expect that there are trivial
numerical differences between the reproduced results and the
reported ones in this paper.

5) White-box Adaptive Attack Experiment (E5): [15
human-minutes + 1.5 compute-hours per run]: In this experi-
ment, we evaluate the AFR performance of CamPro against
a white-box adversary who re-trains the facial recognition
model. Since the re-training of 40 models requires a lot of
time (about 60 compute-hours), we scale down the experiment
to a single model.

[How to] The experiments can be conducted by running a
python file named exp5.py. The python script has the following
arguments:

e ——backbone n:n is an integer from O to 9, where each
integer represents a different facial recognition model
respectively.

e ——head n: n is an integer from 0 to 1, where O stands
for Softmax and 1 stands for ArcFace.

e ——mode n: n is an integer from 0 to 1, where O stands
for finetuning and 1 stands for training-from-scratch.

[Preparation] None.

[Execution] First, activate your python environment if you
use Anaconda. Second, change your current directory to src/.
Third, run the python script evaluation/exp3.py. Finally, check
the printed result in the console. For reference, the detailed
commands are listed in README.md.

[Results] The results will be printed in your console.
The printed Highest Accuracy is the number presented in
[Table VII]. As discussed in [Sec. VII-C1], the model accuracy
may be very instable. When the model goes overfitting, the
accuracy may approach to 0%. We expect that the highest
accuracy is less than 20% in most trials.
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