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Abstract—BGP hijacking is one of the most important threats
to routing security. To improve the reliability and availability of
inter-domain routing, a lot of work has been done to defend
against BGP hijacking, and Route Origin Validation (ROV)
has become the best current practice. However, although the
Mutually Agreed Norms for Routing Security (MANRS) has been
encouraging network operators to at least validate announce-
ments of their customers, recent research indicates that a large
number of networks still do not fully deploy ROV or propagate
illegitimate announcements of their customers. To understand
ROV deployment in the real world and why network operators
are not following the action proposed by MANRS, we make a
long-term measurement for ROV deployment and further find
that many non-compliant networks may deploy ROV only at
part of customer interfaces, or at provider or peer interfaces.
Then, we present the first notification experiment to investigate
the impact of notifications on ROV remediation. However, our
analysis indicates that none of the notification treatments has a
significant effect. After that, we conduct a survey among network
operators and find that economical and technical problems are
the two major classes of reasons for non-compliance. Seeking
a realistic ROV deployment strategy, we perform large-scale
simulations, and, to our surprise, find that not following MANRS
Action 1 can lead to better defence of prefix hijacking. Finally,
with all our findings, we provide practical recommendations and
outline future directions to help promote ROV deployment.

I. INTRODUCTION

Nowadays, there are more than 70,000 Autonomous Sys-
tems (ASes) in the Internet. ASes use Border Gateway Protocol
(BGP) to exchange routing information and determine the
best route to each destination prefix. However, due to the
lack of built-in security mechanism, BGP is vulnerable to
various malicious attacks, among which BGP hijacking is the
most common and harmful. A BGP hijacking, or BGP prefix
hijacking, is when an attacker tries to hijack the traffic flowing
to another network by announcing prefixes belonging to this
network in BGP. It is mostly used for traffic disruption [1],
DDoS attack [2], eavesdropping attack [3], sending spam [4],
[5], or stealing crypto currencies [6], [7].

To prevent BGP hijacking and enhance the reliability of
inter-domain routing, many BGP security mechanisms [8], [9],

[10], [11], [12], [13], [14] have been proposed from both
academia and industry. However, few of them are widely
deployed in practice. As a result, BGP hijacking still remains
a significant threat to today’s Internet. In 2021, BGPStream
reported 775 BGP hijacking incidents, some of which caused
significant disruptions around the world [15]. For example,
on October 25, 2021, AS 212046 was reported to hijack 3,786
prefixes, creating conflicts with 972 ASes in 42 countries [16].

To promote the deployment of BGP security mechanisms,
the Mutually Agreed Norms for Routing Security (MANRS)
initiative [17], supported by Internet Society (ISOC), provides
practical fixes to mitigate BGP hijacking and proposes four
actions for network operators [18]. Specifically, MANRS Ac-
tion 1 requires that network operators must check whether
the BGP announcements received from their customers are
correct by using Internet Routing Registries (IRRs) [19],
Resource Public Key Infrastructure (RPKI) [13], or other
manual route filters. Both IRRs and RPKI maintain the objects
that document which ASes are allowed to announce which
IP address spaces. However, most IRRs do not have strict
authentication mechanisms to prevent the users from entering
fake data. In contrast, RPKI cryptographically validates its
objects (i.e., Route Origin Authorizations (ROAs)) to guarantee
the authenticity of its data. Therefore, Route Origin Validation
(ROV) [20], the mechanism specifically designed to identify
BGP hijacking using ROAs, has become the best current
practice to secure BGP in recent years.

However, according to recent research on the measurement
of ROV deployment [21], [22], [23], [24], more than 60% of
ASes under test only selectively perform RPKI-invalid filtering
depending on the interfaces 1 at which the BGP announcements
arrive, or do not deploy ROV at all. Moreover, we notice
that many ASes, including some Tier-1 ASes that claim to
have already deployed ROV, may adopt ROV deployment
strategies that are not compliant to MANRS Action 1. For
example, AT&T (AS 7018) was reported to deploy ROV and
discard RPKI-invalid prefixes only at peer interfaces, but not
at customer interfaces [26]. But little is known about why
network operators are not following MANRS Action 1.

To understand ROV deployment strategies used in prac-
tice and if practical ROV deployment is following MANRS

1The interface in this paper refers to a logical AS-level interface. For an
AS, its multiple physical interfaces connected to the same AS are considered
one interface. The provider/customer/peer interface refers to the interface
connected to a provider/customer/peer [25].
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Action 1, we first make an Internet-scale measurement to
identify which ASes are accepting RPKI-invalid prefixes from
customers, providers, or peers. Then, to the best of our
knowledge, we conduct the first notification experiment to
analyze the impact of notification on ROV remediation. To our
disappointment, our results show that MANRS Action 1 is not
followed by many ASes and notification cannot significantly
improve their remediation rates of ROV. To identify the reasons
for non-compliance, we conduct interviews and surveys among
network operators in the Internet. From their replies, we
summarize two major classes of reasons: economical and
technical.

To promote ROV deployment and improve MANRS Action
1, we perform extensive simulations to determine the best
deployment strategy. By following our proposed deployment
strategy instead of MANRS Action 1, BGP prefix hijacking
can be better prevented and some economical problems can
be avoided. We also provide recommendations for backup and
purchasing, and outline future directions for tackling technical
challenges.

The main contributions of this work are the following:
• We perform a long-term measurement and identify 1,012
ASes (including 117 stub ASes and 895 non-stub ASes)
that have passed RPKI-invalid prefixes. We find that 61.3%
of these non-stub ASes do not deploy ROV at all customer
interfaces and thus do not follow MANRS Action 1.
Instead, 29.0% of the 1,012 ASes may deploy ROV at all
provider interfaces, and 31.6% of them may deploy ROV
at all peer interfaces.
• We present the first notification experiment to evaluate
the impact of different notification treatments (including
nudges and native language) on ROV remediation. How-
ever, our survival analysis indicates that none of the notifi-
cation treatments can significantly improve the remediation
rate of ROV.
• We conduct interviews with 5 network operators and
find that MANRS Action 1 conflicts with their business
interests. We then conduct a survey among more network
operators and summarize that non-compliant networks are
mainly due to the lack of time and effort, business conflicts,
limited router capability, high operational overhead, techni-
cal bugs in ROV implementation, and technical limitations
of ROV mechanism.
• We perform large-scale simulations to provide recom-
mendations that help address the problems and improve
MANRS Action 1. In particular, our simulations show
the surprising result, that ROV at provider interfaces can
work better in preventing the propagation of RPKI-invalid
prefixes than ROV at customer or peer interfaces, without
harming the business interests of transit networks. There-
fore, we recommend that network operators first deploy
ROV at provider interfaces, contrary to MANRS Action 1.

II. BACKGROUND AND MOTIVATION

In this section, we first introduce the background of BGP
hijacking, RPKI, and MANRS. We then propose our motiva-
tion and methodology of this work.
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Figure 1: The structure of Resource Public Key Infrastructure.
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Figure 2: Validation process of Route Origin Validation.

A. BGP Hijacking

BGP hijacking is when an AS alters or forges any part
of a BGP announcement to hijack the traffic forwarded to
the victim. It can be caused by misconfiguration or malicious
attacks. Specifically, there are two kinds of BGP hijacking,
i.e., prefix origin hijacking and path hijacking. Prefix origin
hijacking means an AS maliciously announces the prefix of the
victim in its BGP announcements. The path hijacking means
an AS maliciously alter the AS path in its BGP announcements
to place itself between the victim and other ASes. Compared
with path hijacking, prefix origin hijacking is more commonly
observed in the Internet [8]. It usually does not last long, but
may pollute 90% of the Internet in less than two minutes [14].
Therefore, there has been continuous effort to mitigate prefix
origin hijacking in both industry and academia.

B. Resource Public Key Infrastructure

To prevent prefix origin hijacking and strengthen rout-
ing security, various BGP security mechanisms have been
proposed and RPKI has become the best current practice.
As shown in Figure 1, RPKI is a hierarchical Public Key
Infrastructure (PKI) to authorize the IP address space that can
be legitimately announced by specific ASes via certificates.
Since IP addresses and Autonomous Systems Numbers (ASNs)
are allocated by five Regional Internet Registries (RIRs, i.e.,
AFRINIC, APNIC, ARIN, LACNIC, and RIPE NCC), each
RIR maintains and operates its own RPKI trust anchor with
a root certificate. By using the root certificate, the RIR can
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generate a signed certification for a Local Internet Registry
(LIR, e.g., network operator) or a National Internet Registry
(NIR) with the resources (IP addresses and ASNs) assigned to
the LIR or NIR. Eventually, network operators can sign ROA
records to bind its own IP addresses with corresponding ASNs.

ROV is the application of RPKI to validate the authenticity
for BGP announcements by using ROAs. When a router
receives a BGP announcement, it can use ROV to determine
whether there is a prefix origin hijacking by checking the prefix
and the origin ASN of the BGP announcement against ROA
records in RPKI repositories. Figure 2 illustrates the validation
process of ROV: if there is no ROA that covers the prefix,
the validation result is “unknown”; if there is a ROA that
covers the prefix, but the origin ASN or the max-length is
not matched, the validation result is “invalid”; if there is a
ROA that matches both the prefix and the origin ASN, the
validation result is “valid”. If routers perform RPKI-invalid
filtering, they will accept RPKI-valid and RPKI-unknown BGP
announcements but discard RPKI-invalid BGP announcements
to prevent the propagation of prefix origin hijacking.

Compared to route filtering based on IRR data, the data
used by ROV can be validated cryptographically to ensure
the accuracy. Compared to BGPsec [10], ROV achieves much
lower computational overhead and reduces the impact on
routing convergence. Therefore, ROV is considered the most
promising solution to mitigate prefix origin hijacking.

C. Mutually Agreed Norms for Routing Security

The Mutually Agreed Norms for Routing Security
(MANRS) is launched by ISOC in 2014. To improve the
security of the Internet’s global routing system, it encourages
networks operators to deploy well-established routing security
mechanisms. Specifically, it proposes four actions for network
operators, with three Mandatory and one recommended:
• Action 1 (Mandatory): Prevent the propagation of illegit-
imate BGP announcements from customers.
• Action 2 (Recommended): Prevent traffic with spoofed
source IP address.
• Action 3 (Mandatory): Enter contact information in IRRs
or PeeringDB.
• Action 4 (Mandatory): Document intended routing an-
nouncements in IRRs or RPKI. Using IRRs is mandatory
and using RPKI is recommended.

MANRS proposes Action 1 [18] because it believes filter-
ing illegitimate routes from customers can constrain illegiti-
mate routes to be inside the limited customer cone. It does not
measure the effectiveness of deploying ROV in other directions
or perform simulations. In this work, we try to understand
ROV deployment in the real world and why MANRS Action
1 is not followed. Our survey in § V and simulation results
in § VI find that practical deployments which do not follow
MANRS Action 1 may even provide better protection against
BGP hijacking.

D. Motivation & Methodology

Although MANRS has been advocating for network op-
erators to at least deploy ROV at customer interfaces since
2014, recent studies reveal the harsh reality that many ASes

are not following this action and still propagating RPKI-invalid
prefixes.

To understand ROV deployment in real world and net-
works’ compliance to MANRS Action 1, we first download
BGP data from RouteViews [27] and RIPE RIS [28] to identify
which ASes are propagating RPKI-invalid prefixes. Subse-
quently, we identify which ASes are accepting RPKI-invalid
prefixes from their customers, providers, or peers, respectively.
ASes that have accepted RPKI-invalid prefixes from at least
one customer are considered not following MANRS Action 1.
Then, we try to investigate whether network operators would
be motivated to deploy ROV after receiving notifications.
To this end, we present the first notification experiment to
investigate the impact of notifications on the remediation rate
of ROV. We further examine whether the use of different
nudges (e.g., baseline, social norms, authority, reminder, and
elicitation) and native language in notification messages can
provide more incentives for operators to remediate.

To understand why network operators are not following
MANRS Action 1, we first conduct interviews with five net-
work operators from different countries. We share the results of
our measurement and notification experiment with them, and
discuss with them the underlying reasons for non-compliant
networks. After the interviews, we design a questionnaire and
conduct a survey by sending emails to network operators and
Network Operators Group (NOG) mailing lists. Our survey
results reveal the business conflict between MANRS Action 1
and practical deployment, as well as other barriers that hinder
ROV deployment in the real world.

To promote the further deployment of ROV, we first provide
practical recommendations for deployment strategy. Consider
deploying ROV at all external interfaces simultaneously is
hard for many network operators, we conduct simulation
experiments to evaluate the effectiveness of deploying ROV
at different classes of interfaces. According to results of
simulation experiments, we identify the most recommended
ROV deployment strategy, which not only achieves the best
effectiveness in mitigating prefix origin hijackings but also
follows the business interests of network operators. We also
propose recommendations for backup to reduce the risks of
bugs in ROV implementation, and provide a vendor support
list for networks to purchase equipment that supports ROV.

In the following, we introduce our measurement results in
§ III, elaborate our notification experiment in § IV, describe our
survey results in § V, provide recommendations in § VI, outline
future directions for research in § VII, compare with related
work in § VIII, discuss limitations of our methodology in § IX,
and finally conclude in § X. We summarize the abbreviations
used in this paper in appendix § A.

III. MEASUREMENT

In this section, we first introduce the methodology of our
measurement, and then describe the measurement results.

A. Measurement Methodology

RPKI-invalid prefixes propagation behavior. It is still a
challenge to measure the deployment of ROV at scale, and
none of prior researches can achieve a high level of confidence.
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Figure 3: Percentage of customer interfaces that accept RPKI-
invalid prefixes for non-stub ASes. More than 60% of non-stub
ASes are not compliant to MANRS Action 1.

To ensure the measurement accuracy, we do not measure
which ASes have deployed ROV, but focus on measuring the
prevalence of RPKI-invalid prefixes that propagated through
each AS. In other words, we only consider ASes that have
passed RPKI-invalid prefixes. To this end, we try to detect
as many ASes as possible by downloading data from all
route collectors of RouteViews and RIPE RIS. The public
route collectors peer with multiple vantage points (VPs), and
collect BGP updates and Routing Information Bases (RIBs)
from these VPs. We then perform ROV to determine the
validation result of every BGP announcement. By checking the
AS path of every RPKI-invalid BGP announcement, we can
identify which ASes are propagating RPKI-invalid prefixes.
This method may miss some ASes due to the limited number
of vantage points, but it ensures the considered ASes do not
deploy full RPKI-invalid filtering. We discuss this limitation in
§ IX. Finally, we identified 1,012 ASes that have propagated
RPKI-invalid prefixes between June 15, 2022 and June 30,
2022, because the percentage of invalid prefixes is about
0.6% [29].

We further use the AS business relationship information
provided by CAIDA [30], [31] to measure the prevalence
of RPKI-invalid prefixes received from different classes of
interfaces (i.e., customer interfaces, provider interfaces, and
peer interfaces). By check the filtering behavior at customer
interfaces, we can identify which ASes are not following
MANRS Action 1.

To quantify the prevalence of RPKI-invalid prefixes, we
calculate the percentage of interfaces that accept RPKI-invalid
prefixes for each AS using Formula (1):

Pinterfaces =
# of interfaces that accept RPKI − invalid prefixes

# of interfaces
(1)

and calculate the percentage of propagated RPKI-invalid pre-
fixes for each AS using Formula (2):

Pprefixes =
# of propagated RPKI − invalid prefixes

# of propagated prefixes
(2)

AS size. The routing complexity of an AS increases with the
number of customers. ASes with more customers are more
difficult to deploy ROV. To fairly compare the difference
between ASes with different routing complexities, we classify
ASes into three sizes (i.e., small ASes, medium ASes, and
large ASes) by following the thresholds defined in [32]:
• Small ASes: number of customers ≤ 2
• Medium ASes: 2 < number of customers ≤ 180
• Large ASes: number of customers > 180

B. Measurement Results

As mentioned in § III-A, we finally find 1,012 ASes that
have passed RPKI-invalid prefixes. Although the number is
relatively small, the 1,012 ASes are distributed in different
sizes. Therefore, our measure results help understand ROV
deployment of ASes with different sizes. We also compare
the difference between ASes with similar size.

Compliance to MANRS Action 1. Among the 1,012 ASes,
117 ASes are stub ASes, i.e., the AS with no customer, and
895 ASes are non-stub ASes, i.e., the AS with at least one
customer. To understand AS-level compliance to MANRS Ac-
tion 1, we calculate the percentage of customer interfaces that
accept RPKI-invalid prefixes for each non-stub AS. Figure 3
shows the distribution of results. It shows that 61.3% of the
895 non-stub ASes have passed invalid prefixes received from
customers. Since MANRS Action 1 requires ASes to deploy
ROV at all customer interfaces, it means that the 61.3% ASes
do not follow MANRS Action 1.

To further investigate whether ROV deployment is influ-
enced by AS business relationships, we measure whether ASes
have passed RPKI-invalid prefixes received from provider
or peer interfaces. We find that 29.0% of the 1,012 ASes
never accept any RPKI-invalid prefixes at provider interfaces,
and 31.6% never accept any RPKI-invalid prefixes at peer
interfaces. This suggests that some ASes may prefer to deploy
ROV at provider or peer interfaces rather than at customer
interfaces, which conflicts with MANRS Action 1.

In addition, our measurement indicates that 25% of the
1,012 ASes have passed RPKI-invalid prefixes from all classes
of interfaces. The 25% ASes are more likely to not deploy any
ROV.

Percentage of different classes of interfaces that accept
RPKI-invalid prefixes. We try to investigate whether ASes
with different routing complexities would use different de-
ployment strategies. Figure 4(a) shows the distribution of the
percentage of customer interfaces that accept RPKI-invalid
prefixes for small ASes, medium ASes, and large ASes. It
shows that 89.1% of small ASes accept no RPKI-invalid
prefixes from customers, and only 39.0% of medium ASes
and 2.3% of large ASes accept no RPKI-invalid prefixes from
customers. Since about half of small ASes are stub ASes
which have no customers, we further calculate the distribution
for non-stub small ASes. As shown in Figure 4(a), there are
up to 78.9% of non-stub small ASes propagating no RPKI-
invalid prefixes received from customers. Figure 4(b) shows
that 37.2% of large ASes and 31.7% of medium ASes accept
no RPKI-invalid prefixes from providers, while only 18.0% of
small ASes never accept RPKI-invalid prefixes from providers.
Figure 4(c) shows that 36.1% of medium ASes accept no
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Figure 4: Percentage of different classes of interfaces that accept RPKI-invalid prefixes.
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Figure 5: Overview of notification experiment.

RPKI-invalid prefixes from peers, compared to 20.9% for large
ASes and 23.0% for small ASes.

We also compare the distribution of the percentage of
propagated RPKI-invalid prefixes that received from different
classes of interfaces between ASes with different routing
complexities. The results are similar to the results shown in
Figure 4.

Summary. Our measurement results show that more than
60% of ASes are not following MANRS Action 1, which re-
quires networks to preferentially discard RPKI-invalid prefixes
received from customers. Instead, some of them may choose
to first deploy ROV at provider or peer interfaces. In addition,
we find ASes with different routing complexities may prefer
to perform different deployment strategies. More specifically,
large ASes may be more likely to deploy ROV at provider
interfaces than medium and small ASes. Medium ASes may
be more likely to deploy ROV at peer interfaces than large
and small ASes. While small ASes may be more likely to
deploy ROV at customer interfaces than large and medium
ASes. To understand the reasons for non-compliance and
different deployment strategies, we conduct a survey in § V.
Subsequently, we provide the most recommended deployment
strategy according to our simulation experiments in § VI.

IV. NOTIFICATION EXPERIMENT

In this section, we elaborate our notification experiment as
well as our analysis results.

A. Overview

Figure 5 shows an overview of our notification experiment.
There are five main procedures in this experiment. They are
vulnerability discovery, treatment group assignment, notifica-
tion, observation, and survival analysis.

First, we conduct a measurement to discover which ASes
are propagating RPKI-invalid prefixes. Then, we randomly
assign these ASes to 7 different experimental groups, including
6 treatment groups and 1 control group. To further test the
effectiveness of different notification treatments, we design the
unique message construction for each treatment group. After
that, we send emails to ASes in treatment groups to notify
their vulnerability to BGP hijackings and suggest them to
deploy ROV in their networks. After sending notifications, we
continue to observe which ASes take the remediation action in
the next 55 days. Finally, we make a survival analysis based on
the observation data to investigate the impact of notifications
on ROV remediation.

B. Vulnerability Discovery

This procedure has been described in § III-A. We finally
find 1,012 ASes that propagated RPKI-invalid prefixes between
15 June, 2022 and 30 June, 2022.

C. Treatment Group Assignment

Following the principle of randomized controlled trial [33],
to compare the impact of notifications, we need to assign
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the 1,012 ASes into treatment and control groups, and only
send notifications to ASes in treatment groups. To further test
the effectiveness of nudges and native language in notification
messages, we specifically design 6 different treatment groups
and 1 control group. Subsequently, we randomly assign the
1,012 ASes to the 7 groups.

Nudge Treatments. Nudge is an effective intervention that can
help alter people’s behavior in a predictable way [34]. Many
behavioral science studies indicate that using nudges in the
framing of messages can make people more likely to make a
particular choice [35], [36], [37], [38]. Therefore, nudges are
popularly employed in a wide variety of areas, including gov-
ernment policy, business management, healthcare, fundraising,
and tourism [34]. We assume that nudges in the framing of
notification messages can provide more incentive for recipients
to remediate. To this end, we consider five nudge conditions
in this notification experiment. They are normal notice of
information (baseline), social norms, authority, reminder, and
elicitation:
• Baseline: The first treatment group is called baseline
group. In this group, we do not use nudges in the framing
of notification messages, and notification messages are sent
in English. In the text of baseline notification message2,
we use a wrong ASN or mismatched max-length example
to explain that the recipient’s network has propagated an
RPKI-invalid prefix, and suggest the recipient to deploy
ROV to protect its network from BGP prefix hijacking. In
the following, we describe the other 4 nudge treatments,
whose notification messages are designed based on the
baseline notification message.
• Social norms: The social norms nudge is a widely used
intervention strategy for promoting economic and public
health behaviors. It raises collective behavioral expec-
tations by emphasizing that other people in the social
community have made or are preparing to make a particular
choice. In the social norms nudge treatment, we point out
that there are many networks that have deployed or are
planning to deploy ROV, especially those participating in
MANRS initiative. To this end, we add the following text
to the baseline notification message: “Note that about 35%
of network operators in the world have deployed ROV and
the deployment ratio shows a positive trend. Particularly,
most participants of MANRS promise to have deployed
route filtering (with ROV as the best current practice).”
• Authority: Previous studies have found that people have

a higher compliance with the recommendation suggested
by an authoritative organization or institution than the rec-
ommendation suggested by an ordinary person. In the au-
thority nudge treatment, we leverage the MANRS initiative
to improve the authority of our notification. When sending
notifications to networks in authority group, we add the fol-
lowing text to the baseline notification message:“Mutually
Agreed Norms for Routing Security (MANRS), a global
initiative supported by the Internet Society, has been calling
on network operators to deploy route filtering mechanisms
(with ROV as the best current practice) to secure the
Internet.”
• Reminder: People may put off making behavioral changes
simply due to their inertia, procrastination, or forgetfulness.

2The text of baseline notification message is presented in the appendix.

In this case, a reminder could play a very important role. In
the reminder nudge treatment, after sending the initial noti-
fications, we will wait one month and send a second round
of notifications to networks that have not taken remedial
action. In the reminder message, we add the following text
to the baseline notification message: “In June 2022 and
July 2022, We conducted two worldwide measurements
of Route Origin Validation (ROV) deployment. We send
this email to inform you that your network was found to
propagate RPKI-invalid prefixes in the two measurements.”

• Elicitation: Some studies report that people are more
likely to participate in an activity if someone elicits their in-
tention to carry it out. For example, a simple question about
the future conduct can lead to a significant impact [36].
For this purpose, we design a short questionnaire to help
recipients better understand ROV and elicit their intention
to deploy ROV in the future. In the elicitation nudge
treatment, we add the questionnaire link to the baseline
notification message: “To better understand your concerns
about BGP security, please complete the anonymous ques-
tionnaire:[LINK].”

Language Treatment. We also assume that using the native
language in notification messages could attract recipients’
attention, leading to a better compliance with our recommen-
dation. Therefore, we set up a native language treatment group
in which we send baseline notification messages in every
recipient’s native language. To eliminate the potential bias
induced by native English speakers, we decide to focus only
on differences between non-native English speakers in the two
treatment groups.

D. Notification

Previous studies frequently encounter a high email bounce
rate of over 50% [39], [40], [41], due to the incorrect or out-
of-date contact information in WHOIS [42]. Recently, Lone
et al. [43] propose that the reachability of notification emails
can be effectively improved by prioritizing PeeringDB [44]
and technical contacts. Therefore, we adopt the same method
as Lone et al. in our notification experiment. To determine
the appropriate contact for every non-deploying AS, we first
check whether there is a technical email address in PeeringDB
or WHOIS. If they correspond to two different technical email
addresses, we prioritize the technical contact in PeeringDB be-
cause contacts in PeeringDB are considered more reliable [43],
[45], [46]. If we cannot find a technical contact in PeeringDB
and WHOIS, we choose to use the abuse contact and also
prioritize the abuse contact in PeeringDB. Eventually, we
determine the email address for every AS in the treatment
groups.

On July 9, 2022, we removed 15 ASes (12 of which are in
treatment groups and 3 are in control group) that have already
remediated before our notification, and then sent notification
messages to the remaining ASes in the 6 treatment groups.
Of the 859 emails sent out, 49 emails (i.e., 5.70%) are not
successfully delivered. For the 49 undelivered emails, we try
to send each notification message again with an alternative
email address in PeeringDB or WHOIS. After that, 14 of the
49 emails are delivered. In the end, we successfully deliver a
total of 824 notifications and receive an overall email bounce
rate of 4.07%. The final number of ASes for each experimental
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Table I: Relative risk ratios for different nudge treatments
compared to the control group.

Group Remediated Exposed RR CI
Control 11 138 - -
Baseline 15 139 1.35 [0.64, 2.84]

Social Norms 5 136 0.46 [0.16, 1.29]
Authority 13 134 1.22 [0.57, 2.62]
Reminder 13 139 1.17 [0.54, 2.53]
Elicitation 14 132 1.33 [0.63, 2.82]

group is shown in Figure 5. In the next 55 days (from July 9,
2022 to Sep. 1, 2022), we continue to observe which ASes turn
to deploy ROV. For ASes assigned to the reminder treatment
group, if they do not remediate after one month, we will send
a second notification on Aug. 9, 2022.

E. Observation

After sending notifications on July 9, 2022, we continued
to conduct weekly measurements for the deployment of ROV
until Sep. 1, 2022. We use the method proposed by Galid
et al. [21] to identify which ASes remediate. We weekly
download BGP announcements from public route collectors
and perform ROV on BGP announcements to get the validation
results. Then, we seek an origin AS that originates both a
non-invalid (i.e., RPKI-valid or RPKI-unknown) route and an
RPKI-invalid announcement. We check whether there is only
one AS on the AS path of the non-invalid announcement that
does not propagate any RPKI-invalid announcements, which
means that this AS discards RPKI-invalid announcements but
accepts non-invalid announcements. Following the process
defined in [21], we determine that a non-deploying AS starts
to take remediation actions if it does not propagate any RPKI-
invalid prefixes and meets the above criterion for three different
origin ASes. In this way, during the period from July 9, 2022 to
Sep. 1, 2022, we have observed that 83 ASes in our notification
experiment successively turn to deploy ROV.

Discussion: It is worth noting that, an AS meeting the above
criterion is not necessarily due to the deployment of ROV.
Other factors can affect the accuracy of the observation results.
For example, a non-remediation AS may be mistaken for
remediating if its upstream AS does not propagate RPKI-
invalid routes to it due to the route policy or route filtering of
the upstream AS, or if the RPKI-invalid routes that propagated
through the AS are not be observed by the limited public route
collectors. Nevertheless, we argue that the random assignment
of our randomized controlled experiment can mitigate the
influence of this problem. It is because that the accuracy
problem affects treatment groups and control group almost
equally, which means that we can still measure the impact of
notifications by comparing the difference between treatment
groups and the control group.

F. Survival Analysis

We then analyze the impact of different notification treat-
ments on the remediation rate of ROV based on the remedia-
tion data observed from July 9, 2022 to Sep 1, 2022.

Nudge Treatments Analysis. To analyze the effectiveness of
different nudge treatments, we first calculate the relative risk
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Figure 6: Survival curves for different nudge treatments and
the control group.

ratios (RRs) for each nudge treatment compared to the control
group. The RR is the ratio of the probability of remediation in
the treatment group versus the probability of remediation in the
control group. In the control group, 11 of the initial 138 ASes
have remediated until Sep 1, 2022. Taking the remediation
ratio of control group as a benchmark, we compute the RR
and the corresponding 95% confidence intervals (CI) for each
nudge treatment group. If the CI includes 1, it means there
is no significant differences in remediation rates between the
treatment and the control. As shown in Table I, the CIs for
all nudge treatment groups include 1, indicating that different
nudge treatments groups have no significant impact on the
remediation rate of ROV.

Until the end of the observation period, some ASes in each
group still do not deploy ROV and they may deploy ROV
in the future. In this case, the results of RR analysis may
have inaccuracy problems. Therefore, we further analyze the
survival probabilities for different nudge treatment groups and
the control group in statistic. We calculate Kaplan-Meier (KM)
survival curves for each nudge treatment and the control. KM
curve is the estimation of survival function S(t), which is the
probability that a subject survives longer than time t. Figure 6
shows the KM curves. The x-axis of Figure 6 is the time,
from the beginning to the end of the observation period. The
y-axis of Figure 6 is the probability of an AS not remediating
t days after July 9, 2022. The downward trend of the KM
survival curve is almost the same across all groups, except for
the social norms nudge treatment. Intuitively, the downward
trend of KM survival curve for social norms nudge treatment
is slightly slower than other groups.

To check whether the survival function of each nudge
treatment (especially the social norms nudge treatment) differs
significantly with the control, we run the log-rank test for
each nudge treatment compared to the control. Log-rank test
is a hypothesis test to compare the efficacy of two treatments,
which is the most commonly used test for data with censored
observations. It tests the null hypothesis: H0 : S1(t) = S2(t)
for all t, which means the two treatments are equally effective.
If the result is p ≤ 0.05, the differences between the two
treatments are considered statistically significant. However, we
find the significant value of every treatment compared to the
control is greater than 0.05 (i.e., p > 0.05). In particular,
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the significance value of social norms nudge treatment is
0.12. Therefore, we can conclude that none of the nudge
treatments can significantly improve the remediation rate of
ROV compared to the control group.

Native Language Treatment Analysis. We also analyze the
impact of using native language in notification messages on
remediation. Similarly, the survival analysis shows that there
is no significant difference between the use of native language
and English. More details can be found in appendix § C.

In our notification experiment, none of the notification
treatments can significantly improve the remediation rate of
ROV, and most of ASes do not remediate in the 55-day obser-
vation period. In the following section, we try to understand
why some networks are not willing to deploy ROV and why
MANRS Action 1 is not followed.

V. SURVEY

In this section, we describe how we design the survey and
what we learn from the survey results.

A. Survey Design

We first conducted interviews with 5 network operators
from South Africa, Germany, China, and the Netherlands in
March 2023. We introduced our measurement and survival
analysis results to them, and discussed with them why MANRS
Action 1 is not followed by many network operators.

Although the 5 network operators cannot be representative
of the Internet, we learn a lot of valuable information from
the interviews. We learn that business interest is one of the
most important barriers for networks to perform RPKI-invalid
filtering on BGP announcements received from customers.
Some transit providers mention that their customer networks
buy transit services from them and require them not to discard
announcements of the customer networks. Therefore, they can
not follow MANRS Action 1 to deploy ROV at customer in-
terfaces. In addition, some reply that they are initially prepared
to perform RPKI-invalid filtering at all classes of interfaces,
but the lack of time delays their performing full filtering due
to a large number of interfaces. While other interviewees that
have already fully deployed ROV think RPKI-invalid filtering
should be deployed at all classes of interfaces at the same time
because they do not see any value in partial filtering.

Based on the results of our measurement, notification ex-
periments, and interviews, we carefully design a questionnaire
which consists of two main topics:
• Network operators’ view on the deployment of ROV.
• Network operators’ suggestions for improvements.

The full text of the questionnaire is presented in appendix
§ D. In brief, we ask network operators six main questions:
• Do you deploy or intend to deploy ROV at provider
interfaces, customer interfaces, or peer interfaces?
• What are your reasons for not intending to deploy ROV
at different classes of interfaces?
• Have you encountered any problems when operating
ROV?
• Does the implementation guide provided by MANRS
initiative provide effective assistance?

• What do you think are the priorities of deploying ROV at
different classes of interfaces?
• What are your valuable experiences or suggestions for

implementing or operating ROV?

To investigate the barriers of ROV deployment and so-
licit suggestions for improvements from the community, we
launched an anonymous survey among ASes in our notification
experiment from May 25 to June 25, 2023. We also sent
the questionnaire to the mailing list of North American Net-
work Operators Group (NANOG), Africa Network Operators
Group (AFNOG), and South Asian Network Operators Group
(SANOG). So far, we have received 82 responses in total.

B. Survey Results

Consider routing complexity may affect the cost and
difficulty of ROV deployment, we calculate the distribution
of the routing complexity for the 82 respondents. 45.1% of
respondents have less than 10 customers, 26.8% have more
than 10 but less than 100 customers, and the other 28.1% have
more than 100 customers. For the number of providers, 54.9%
of respondents have less than 2 providers, 26.8% have more
than 2 but less than 10 providers, and 18.3% have more than
10 providers. For the number of peers, 13.4% of respondents
have less than 10 peers, 50.0% have more than 10 but less than
100 peers, and 36.6% have more than 100 peers. According to
the above statistics, we believe that our survey results should
not be significantly biased.

The deployment strategy of RPKI-invalid filtering. Of the
82 respondents, 37.8% have performed RPKI-invalid filtering
at all external interfaces, 17.1% have performed partial filter-
ing, and the other 45.1% have not performed RPKI-invalid
filtering yet. In other words, 62.2% of our respondents do
not fully deploy ROV and may participate in propagating
RPKI-invalid prefixes. We then ask these networks about their
intentions to the remediation of ROV. 62.2% of them are
planning to perform RPKI-invalid filtering in the future, but
24.4% do not plan to perform RPKI-invalid filtering. The other
13.4% have no clear intention.

Further, we ask them about their deployment strategy of
RPKI-invalid filtering at different classes of interfaces. Their
replies indicate that partial filtering can also occur even within
the same class of interfaces. For RPKI-invalid filtering at
customer interfaces, 63.4% of the respondents perform or
intend to perform filtering at all customer interfaces and
the other 36.6% are reluctant to follow MANRS Action 1.
Specifically, 21.9% of the respondents only perform or intend
to perform filtering at part of customer interfaces, and 14.6%
do not intend to perform filtering at any customer interfaces.
For RPKI-invalid filtering at provider interfaces, 45.1% of
the respondents perform or intend to perform filtering at
all provider interfaces, 18.3% perform or intend to perform
filtering at part of provider interfaces, and up to 36.6% of our
respondents do not intend to perform filtering at any provider
interfaces. For RPKI-invalid filtering at peer interfaces, 54.9%
of the respondents perform or intend to perform filtering at all
peer interfaces, 18.3% perform or intend to perform filtering
at part of peer interfaces, and 26.8% do not perform or intend
to perform filtering at any peer interfaces.
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Overall, we find that a larger proportion of respondents
are intending to perform RPKI-invalid filtering at all customer
interfaces than at all provider or peer interfaces. This may
be due to the influence of MANRS initiative, which calls
on network operators to at least deploy ROV at customer
interfaces. In the following, we explain why many networks
are still not compliant to MANRS Action 1 right now.

Reasons for non-compliance. We ask network operators
about their reasons for not following MANRS Action 1.
Although they all think BGP hijacking is a severe security
threat, they are not compliant to MANRS Action 1 mainly
due to the lack of time and effort, business conflicts, limited
router capability, technical bugs in ROV implementation, and
technical limitations in ROV mechanism.

43.9% of respondents claim that it takes time and effort
to implement ROV, and they do not have sufficient time to
implement ROV at so many interfaces. 23.2% do not per-
form RPKI-invalid filtering at all customer interfaces because
some customers do not want their BGP announcements to be
dropped. 15.6% report that they cannot deploy ROV with RPKI
validator, because their equipment does not support the RPKI
to Router (RTR) protocol [47] or the equipment’s software
does not meet the performance requirements. Unfortunately,
they do not have sufficient money for equipment upgrade.

In addition to the economical reasons, 19.5% of respon-
dents also concern that the deployment of ROV may affect
the availability of inter-domain routing, since it is unclear
if discarding RPKI-invalid BGP announcements would cause
outage problems for their customers. 9.8% of respondents do
not think ROV is effective to prevent BGP hijacking, especially
when the hijacker also spoofs the origin ASN in the BGP
announcement. 8.5% are not willing to deploy ROV at current
stage, because they believe that ROV is fully effective only if
most of the networks have deployed ROV. A few respondents
also claim that they do not deploy ROV because it has been
reported that current ROV is featured with a high false positive
rate, resulting in many legitimate BGP announcements being
discarded. One respondent points out another dilemma in
deploying ROV: since it is unrealistic to operate validator by
themselves, they need to leverage external validator, but it is
hard to find a reliable external party.

Problems encountered while operating ROV. We also
ask network operators about the problems they faced while
operating ROV. 26.8% of the them report that if an interme-
diate/transit AS is polluted because it does not deploy ROV,
even though they deploy ROV, their traffic can still be hijacked
when the traffic passes through this polluted AS. 22.0% find
that ROV cannot effectively identify most hijackings due to
the limited adoption of ROA now. 19.5% complain that they
have faced a lot of tricky bugs in the implementation of ROV.
For example, bugs in RPKI RTR servers or router software can
cause stale ROA data present in the router memory, resulting
in legitimate BGP announcements being mistakenly discarded.
Hence, a manual RTR session refresh is sometimes needed to
remove stale ROA data.

In addition, in some routers’ implementation of ROV, by
default, the validation results of BGP announcements can
affect BGP routing selection. Specifically, the routers pref-
erentially select RPKI-valid BGP announcements over RPKI-

unknown BGP announcements, and discard RPKI-invalid BGP
announcements. Some network operators do not want their
routers to perform this operation because it can lead to
deoptimization in routing policies and induce a large number
of unwanted BGP updates. However, 13.3% have trouble in
bypassing this configuration in their equipment because the
implementation is mandatory. Besides, 6.7% find that ROV
significantly affects the capabilities and performance of their
equipment. These problems can also hinder the deployment of
ROV.

Suggestions for improvement. We further ask network oper-
ators whether the implementation guide provided by MANRS
is sufficiently helpful for their deployment of ROV. Although
more than 60% of respondents think that MANRS’s implemen-
tation guide is effective in guiding network operators on how
to deploy ROV, some also think that it is necessary to deploy
ROV at all classes of interfaces instead of only at customer
interfaces.

We then ask for their suggestions for improvements of
RPKI and ROV, and they mainly ask for operation guide for
ROV, correctness validation of the implementation for ROV
in software, and route path authorization mechanisms. Some
of them think that the documents provided by MANRS are
not that useful for small networks, because it describes how
to configure ROV, but lacks how to operate ROV (e.g., trou-
bleshooting), leaving inexperienced network operators helpless
when faced with some difficulties. Some suggest that when
operating ROV, you would better ensure that the validation
results of BGP announcements do not affect the process of
BGP routing selection. Otherwise, it can generate too many
unnecessary BGP updates and even compromise other routing
policies. To this end, they suggest that equipment vendors
need to take this into account in their implementation for
ROV, allowing users to enable or disable this function based
on personal preferences. Several operators argue that ROV
is not effective at preventing BGP path hijacking. Hijackers
can easily evade the check of ROV by tampering with the
origin ASN in the BGP announcement. Therefore, they urge
the Internet community to provide the guide of route path
authorization as soon as possible.

In addition to the suggestions for improving ROV, some
respondents also ask for better registration mechanisms for
legacy IP resources. They hope that RPKI could allow resource
holders to sign ROA records for legacy IP resources with less
conditions. Actually, ARIN has already allow legacy resource
holders to sign ROA records with their legacy IP resources if
they have signed the Legacy Registration Services Agreement
(LRSA). However, a large number of legacy resource holders
refuse to sign the LRSA because they think this agreement
would take away some of their rights [48]. Since most of
the legacy IP resources are in the ARIN region, many legacy
resources are still not be covered by ROA now.

C. Survey Summary

The survey results answer the questions of why notification
cannot significantly improve the remediation rate of ROV and
why MANRS Action 1 is not widely followed in current
stage. In summary, non-compliant networks are mainly due
to economical and technical reasons.
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Economical reasons. The economical reasons include lack
of time and effort, business conflicts, limited router capability,
and high operational overhead. The problem of lack of time
and effort is the most common and relatively easy to solve.
We believe that most of network operators would remediate
after addressing the urgent work at hand, because 62.2% of
respondents are planning to deploy ROV in the future. To
save time in learning how to deploy ROV, network opera-
tors are strongly suggested to learn the necessary knowledge
from the implementation guide provided by MANRS. The
problems of business conflicts, limited router capability, and
high operational overhead are relatively difficult to solve.
For transit providers, propagating invalid announcements from
customers will not harm themselves, but discarding customers’
announcements means discarding money. In terms of the
problem of limited router capability, network operators have
to update the version or capability of their routers to support
ROV, which requires high economic cost. In addition, even if
the equipment is capable of performing ROV, the additional
operational overhead associated with ROV may compromise
the performance of the equipment.

Technical reasons. The technical reasons can be classified
into two categories: technical bugs in the implementation of
ROV and technical limitations of ROV mechanism.

Technical bugs. Technical bugs in RIR servers or router
software can greatly compromise the effectiveness of ROV,
and cause legitimate BGP announcements to be discarded.
Addressing these problems is beyond the ability of network
operators, so a large number of network operators do not re-
mediate after receiving our notifications. Therefore, the equip-
ment vendors and organizations that develop and maintain the
implementation of ROV are required to carefully validate the
correctness of their implementation.

Technical limitations. Technical limitations of ROV mech-
anism are considered the most challenging. For example, the
effectiveness of ROV is extremely affected by the deployment
ratio of ROA. Since many IP spaces are not covered in ROA
records, ROV may identify the validation result of an illegiti-
mate BGP announcement as “unknown” and thus improperly
accepts it. What’s worse, it is also frequently observed that
ROV may mistakenly discard legitimate BGP announcements
due to incomplete or misconfigured ROA records [49], [48].
Therefore, to improve the accuracy and effectiveness of ROV, it
is necessary to increase the deployment rate of ROA. However,
it is also a challenge to promote the deployment of ROA,
because the deployment rate of ROV and the deployment rate
of ROA are mutually affected. With a low deployment rate of
ROV, operators have little incentive to deploy ROA, because IP
resources signed in ROA records are protected by only a small
number of ASes. And vice versa, with a low deployment rate
of ROA, operators have little incentive to deploy ROV, because
ROV is only fully effective when all IP spaces are covered in
ROA records. Another challenging limitation is that deploying
ROV in your own network only provides partial security. On
the one hand, ROV fails to identify the BGP hijacking if
a hijacker also spoofs the origin ASN in the AS path. The
deployed network is still vulnerable to BGP path hijackings.
On the other hand, preventing BGP hijacking cannot rely
only on local filtering, but also depends on upstream filtering.
Otherwise, the traffic originated from your network may still
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Figure 7: The distribution of reduction ratio of polluted ASes
when all ASes deploy ROV at provider interfaces, at customer
interfaces, or at peer interfaces.

be forwarded to the hijacker by an upstream AS that does not
perform route filtering.

VI. RECOMMENDATIONS

In this section, we provide practical recommendations
that help improve the effectiveness of ROV and promote the
deployment of ROV.

Summary of recommendations:
• We conduct simulation experiments to evaluate the prior-

ities of deploying ROV at different classes of interfaces.
We recommend that network operators could deploy ROV
at provider interfaces as the first step to achieve the best
effectiveness. This deployment strategy also solves the
business conflicts between MANRS Action 1 and practical
deployment.
• We provide recommendations for deployment backup, in-

cluding geographic backup and software backup, to reduce
the impact of technical bugs in ROV implementation.
• We identify a list of vendors that have achieved the

implementation of ROV in their routers. Networks that
need to upgrade equipment to deploy ROV are suggested
to be purchased from these vendors.

A. Recommendation for Deployment Strategy

Consider it is difficult to perform RPKI-invalid filtering at
all classes of interfaces simultaneously due to economical or
technical reasons. Partial filtering is very common in the early
days of ROV deployment for many networks. In the survey,
we ask network operators about the priorities of deploying
ROV at different classes of interfaces. However, there is no
consensus among our respondents and some argue that follow-
ing MANRS Action 1 may harm their business interests. To
identify the best deployment strategy in the scenario of partial
filtering, we conduct Internet-scale simulations and compare
the effectiveness of deploying ROV at different classes of
interfaces.

We first use the AS business relationship information
provided by CAIDA [30], [31] to build the Internet topology
with more than 74,000 ASes in our simulation experiments.
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Figure 8: The average reduction ratio of polluted ASes of
deploying ROV at provider interfaces, at customer interfaces,
or at peer interfaces over different deployment ratios.

Then, we conduct 10,000 simulations on this topology. In
each simulation, we randomly choose one prefix hijacker who
announces an RPKI-invalid prefix in BGP. We simulate the
propagation process of the RPKI-invalid prefix by implement-
ing the routing tree algorithm [50] which considers valley-
free principle. After that, we count the number of ASes that
are polluted (i.e., accepting and propagating the RPKI-invalid
prefix) in each simulation. To measure the effectiveness of
deploying ROV at different interfaces, we enable RPKI-invalid
filtering at all ASes’ provider interfaces, customer interfaces,
and peer interfaces, respectively. Under each of the three
deployment strategies, we re-simulate the propagation process
of the RPKI-invalid prefix in each simulation, identify how
many previously polluted ASes now no longer accept and
propagate the RPKI-invalid prefix, and finally calculate the
reduction ratio of polluted ASes.

Figure 7 shows the distribution of reduction ratios in
the 10,000 simulation experiments when all ASes deploy
ROV at provider interfaces, at customer interfaces, or at peer
interfaces. The x-axis shows the reduction ratio of polluted
ASes, and the y-axis shows the corresponding cdf result.
We find that ROV at peer interfaces has extremely limited
reduction in the number of polluted ASes, and ROV at provider
interfaces works best in preventing the propagation of RPKI-
invalid prefixes. Specifically, when deploying ROV at all ASes’
peer interfaces, for more than 90% of RPKI-invalid prefixes,
the number of polluted ASes is reduced by less than 10%.
In contrast, only 0.12% of RPKI-invalid prefixes have the
reduction ratio of less than 10% when deploying ROV at all
ASes’ provider interfaces, and 0.67% when deploying ROV at
all ASes’ customer interfaces. In addition, the reduction ratio
is more than 80% for 99.74% of RPKI-invalid prefixes when
all ASes deploy ROV at provider interfaces, and for 86.01% of
RPKI-invalid prefixes when all ASes deploy ROV at customer
interfaces.

To measure the effectiveness of deploying ROV at different
interfaces over different deployment ratios, we vary the de-
ployment ratio of ROV-enabled ASes in each simulation from
20% to 100%. Figure 8 shows the average reduction ratios of
the 10,000 simulations over different deployment ratios. As
shown in Figure 8, deploying ROV at provider interfaces still
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Figure 9: The average reduction ratio of polluted ASes of
deploying ROV at provider and customer interfaces, or at
provider and peer interfaces over different deployment ratios.

achieves the best effect on reducing the number of polluted
ASes under different deployment ratios, deploying ROV at
customer interfaces is slightly inferior, and deploying ROV
at peer interface has almost no effect. Particularly, when the
deployment ratio is 40%, which is close to the deployment
ratio in the real world, deploying ROV at provider interfaces
can reduce the range of propagation of RPKI-invalid prefixes
by an average of 41.1%, compared to 25.3% for deploying
ROV at customer interfaces and 0.87% for deploying ROV at
peer interfaces. Therefore, in the scenario of partial filtering,
network operators are recommended to first deploy ROV at
provider interfaces to achieve the best global effectiveness.

To identify the class of interfaces with the second highest
priority, we further calculate the average reduction ratio of
polluted ASes when deploying ROV at provider and customer
interfaces, and at provider and peer interfaces over different
deployment ratios. Figure 9 indicates that ROV at provider and
customer interfaces works better in preventing the propagation
of RPKI-invalid prefixes than ROV at provider and peer inter-
faces over different deployment ratios. When the deployment
ratio is 40%, the combination of ROV deployment at provider
and customer interfaces can reduce the range of propagation
of RPKI-invalid prefixes by an average of 60.7%, compared
to 52.5% for the combination of ROV deployment at provider
and peer interfaces.

The most recommended deployment strategy. Based on
the results of our simulation experiments, we recommend that
networks that are unable to deploy ROV at all interfaces
simultaneously could deploy ROV at provider interfaces as
the first step, and deploy ROV at customer interfaces as the
second step. Deploying ROV at peer interfaces could be done
at the end. Following our recommended deployment strategy,
the propagation of illegitimate BGP announcements can be
best prevented under different deployment ratio scenarios.
Moreover, for transit networks, deploying ROV at provider
interfaces will not conflict with the business requirements of
their customers. Therefore, we believe that the recommenda-
tion for deploying ROV at provider interfaces would encounter
less economical resistance than MANRS Action 1. In this
way, more non-deploying networks would be motivated to start
performing partial filtering.
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B. Recommendation for Backup

Since there may be potential bugs in RTR servers and soft-
ware, we recommend network operators to validate the RTR
servers and cache relying party software before performing
route filtering based on RPKI. Moreover, to mitigate impact
caused by possible bugs and outages, network operators are
suggested to increase the geographic diversity and software
diversity of ROV deployment. Specifically, they could deploy
to two different data centers in case one has an outage and
deploy two different code-bases in case one has a problem.

C. Recommendation for Purchasing

Consider some network operators reply that their routers
do not support the implementation of ROV. We conduct
market research to identify which equipment vendors have
already supported the function of ROV in their router products.
Based on the responses we received from different equipment
vendors, we determine that Arista, Arrcus, Cisco, Extreme
Networks, Huawei, H3C, Juniper, MikroTik, and Nokia have
supported the function of ROV in their routers. Government
agencies, organizations or individual network operators can
refer to this list of vendors when purchasing new equipment.
To address the expensive economic cost of updating equip-
ment to support ROV, we agree that government agencies are
encouraged to set up special grant programs to reduce the
economic pressure on network operators to deploy ROV. To
motivate more equipment vendors to support ROV in their
equipment, government agencies can preferentially purchase
equipment from vendors that support ROV.

In addition, in some vendors’ ROV implementation, ROV
results mandatorily affect the BGP routing selection. In our
survey, as described in § V-B, some operators complained
that the mandatory association would compromise their routing
policy. To help address this problem and promote the deploy-
ment of ROV, we recommend that vendors’ ROV implemen-
tation should allow users to enable or disable this function
according to their needs.

VII. FUTURE DIRECTIONS

Since technical problems are difficult to solve in the short
term, we particularly summarize a range of research directions
in the future.

A. Automated Configuration and Operations

Correctly enabling and operating RPKI continues to pain
network operators, particularly the smaller ones that lack
technical knowledge and operational experience. Therefore,
we believe it is worthwhile to investigate automated systems
to assist operators in crafting correct and appropriate con-
figurations for their routers, as well as in operations. The
key challenges are that: (1) different vendors have different
configuration syntax and vocabulary for their routers, and
(2) to produce correct configurations, an automation system
must understand its surroundings, e.g. how its neighbouring
routers are configured. A recent work in unification of network
devices’ operations manuals [51] has shed the first light on
tackling the first challenge, but the second challenge remains
unaddressed.

B. Correctness Validation for ROV Implementation

To make it easier for equipment vendors to identify po-
tential bugs in their implementation for ROV, an authoritative
system is required to verify whether the implementation strictly
follows the standard procedures of ROV mechanism. By using
the correctness validation system, equipment vendors can
ensure that their equipment properly supports ROV and avoids
possible technical defects.

C. Route Path Authorization

ROV cannot identify hijackings when the hijacker also uses
a forged origin ASN in the BGP announcement. Therefore,
it is an urgent need to propose a brand-new routing security
mechanism or propose improvements of RPKI to achieve
route path authorization. BGPsec [10] can achieve route path
authorization, but it is not widely used due to its high computa-
tional overhead. More recently, a more lightweight mechanism,
Autonomous System Provider Authorization (ASPA) [52], has
been proposed in IETF sidrops working group. An ASPA is
designed as another kind of signed object in RPKI, which
authorizes upstream providers for the customer AS. So, it
can provide protection against some routing path hijackings.
However, it is under discussion and has not yet become a
standard. Therefore, the research of route path authorization is
still in the preliminary stage of exploration.

D. Registration for Legacy IP Resources

Current RPKI architecture is not compatible with legacy
IP resources, most of which are not included in existing
ROA records. In the ARIN region, legacy resource holders
are required to sign an additional LRSA agreement before
they can be authorized to sign ROA records with legacy IP
resource. However, a number of operators tell us that they
are reluctant to sign the LRSA because they believe it takes
away some of their rights. Therefore, a more friendly and less
constrained registration mechanism for legacy IP resources is
worth investigating. Ideally, this mechanism is supposed to be
well integrated with the architecture of RPKI.

VIII. RELATED WORK

A. ROV Measurement Methods

Existing ROV measurement methods [21], [53], [22], [54],
[55], [56], [23] use control-plane route information, data-plane
reachability information, or both to infer the deployment of
ROV.

Galid et al. [21] present the first control-plane measurement
of ROV deployment. They collect BGP announcements from
multiple RouteViews collectors and implement ROV to check
the validation result for each BGP announcement. ASes that
propagate invalid prefixes are considered not to deploy ROV.
ASes that do not propagate invalid prefixes but propagate valid
or unknown prefixes for some origin ASes are considered to
deploy ROV. On the basis of Galid et al., Reuter et al. [53] and
Gray et al. [22] perform more controlled measurements. They
actively announce valid and invalid prefixes from PEERING
testbed [57] and observe which ASes accept or drop the invalid
prefixes. Particularly, Gray et al. further propose an algorithmic
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framework by implementing Bayesian computation for ASes
to determine whether an AS has deployed ROV.

Cartwright Cox et al. [54] and the RPKI WebTest [55]
propose the data-plane measurement methods. They first sign
ROA records in RPKI and announce a valid prefix as well
as an invalid prefix against the signed ROAs. They then try
to trigger active hosts or request participants in the test to
send packets to the valid prefix and invalid prefix, respectively.
By comparing the reachability to different prefixes, they can
identify whether the local network of each host/participant is
deploying ROV. However, compared to control-plane methods,
the measurement range of data-plane methods is relatively
limited.

Hlavacek et al. [56] and ROV-MI [23] combine control-
plane and data-plane information to increase the measurement
range. They typically collect BGP announcements from public
route collectors and perform traceroute probes for valid and
invalid prefixes. By using additional data-plane probes, they
can learn more inverted paths and significantly extend the
range of measurement.

B. Notification Experiments

Previous notification experiments have investigated the ef-
fectiveness of notifications in different security areas, including
web misconfigurations [58], [59], [41], amplification DDoS
attack [60], [61], and source address spoofing [43], [62]. They
notify operators of security vulnerabilities in their networks
and advise them to deploy corresponding security mechanisms.

Zeng et al. [59] investigate whether sending security noti-
fications can help motivate website owners to remediate HTTP
misconfigurations. They also test the effectiveness of different
languages, constructions, persuasive solutions, and subject
lines in notification messages. By comparing the remediation
rates between different treatment groups and the control group,
they find that security notifications have a moderate impact on
the remediation rate.

Cetin et al. [60] focus on the remediation for DDoS
prevention. They try to explore a more effective notification
mechanism by quarantining the vulnerable network until it
fixes the problem that its Network Time Protocol (NTP) servers
can be abused in amplification DDoS attacks. They observe
that quarantined networks tend to achieve higher remediation
rates, about 87%, even though networks can easily exit from
the quarantine environment. By contrast, for networks that are
not notified or quarantined, only about half of them remediate
the vulnerability.

More recently, Lone et al. [43] perform a notification
experiment to advise operators to deploy source address vali-
dation (SAV). They also measure the effectiveness of different
nudges in notification. However, unlike earlier experiments,
their analysis indicates that none of treatment groups perform
better than the control group.

In this work, we present the first notification experiment
to investigate the impact of notifications on the remediation
rate of ROV. Disappointingly, we find that none of notification
treatments can significantly promote the deployment of ROV.

C. ROV Surveys

Previous studies [21], [63], [3] also conduct surveys on
the deployment of ROV. However, Galid et al. [21] only
ask network operators whether they deploy ROV and do not
delve into the reasons for not deploying ROV. Other studies
try to understand the barriers of ROV deployment, but their
questionnaires are relatively simple and can provide limited
information. For example, none of them focus on topics about
deployment strategies at different classes of interfaces or the
conflict between MANRS Action 1 and practical deployment.

To obtain more valuable information than previous surveys,
we carefully design the questionnaire based on the interviews
with several network operators as well as the results of our
measurement and survival analysis. Overall, to the best of
our knowledge, this work is the first time to analyze the
impact of notifications on ROV remediation and systematically
investigate the main obstacles to non-compliance.

IX. DISCUSSION

In this section, we discuss the limitations of this work,
present future works, and discuss the ethics considerations.

A. Limitations

The measurement methodology used in § III may not find
all ASes that have passed RPKI-invalid prefixes, because this
methodology passively observes BGP data on the Internet
but some non-deploying ASes or some RPKI-invalid prefixes
may not be observed by the limited public route collectors.
The advanced ROV measurement methods, such as ROV-
MI [23], can identify more than 4,000 ASes that do not deploy
ROV, because, as described in § VIII-A, they additionally
use data-plane probes to learn more information. Although
our measurement method finds 1,012 non-deploying ASes,
we can ensure these ASes must have passed RPKI-invalid
prefixes, thus guaranteeing the accuracy of our measurement
and notification experiment. Even though, we agree that if
more non-deploying ASes can be discovered, the results of
measurement and notification experiment can be closer to
reality. Since ROV-MI does not publish its measurement results
and model details, we will try to reproduce ROV-MI in the
future.

In addition, we use the ROV measurement method pro-
posed by Galid et al. to identify which ASes remediate in
the observation process of notification experiment. Although
none of existing ROV measurement methods have a high
level of confidence and sufficient validation, we argue that
the accuracy issues of our measurement method should affect
each experimental group equally in § IV-E. Therefore, the
accuracy issues do not seriously affect the results of the
survival analysis.

In the survey, we only receive replies from 82 respondents,
which is a small sample size compared to the more than
70,000 ASes in the Internet. Even though, our respondents
consist of networks with different route complexities, and
the distribution of the route complexity of the respondents is
relatively balanced. Therefore, we believe that the respondents
can represent ASes of different ranks without significant bias.
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B. Future Works

To identify more ASes that are propagating RPKI-invalid
prefixes, we plan to download BGP announcements from BGP
monitors provided by more companies and organizations. In
addition, since RPKI-invalid announcements make up a small
proportion of BGP announcements, we plan to proactively
announce some RPKI-invalid prefixes that are only used for
experiments, and then observe which ASes are polluted by
these RPKI-invalid prefixes.

We also plan to use more kinds of ROV measurement
methods (such as ROV-MI) in the process of measurement and
observation. We can combine the results of different methods
to determine which networks are most likely to have fully
deployed ROV, which are most likely to have deployed ROV
at part of interfaces, and which are most likely to have not
deployed ROV at all.

Consider the small sample size for our survey, we plan
to have more in-depth interviews with a number of active
network operators in the future. We decide to summarize
the economical and technical problems in as much detail
as possible and to classify them as urgent or trivial. This
would help direct limited effort and resources to those urgent
problems. We also plan to discuss these problems on more
international platforms and seek help from more professionals.

C. Ethics Considerations.

To address possible ethical issues, we have consulted with
our academic committee and department to ensure that our
survey follows ethical principles [64] and protects participants’
anonymity and rights to withdraw their answers. We strictly
guarantee the anonymity of participants in our experiments
and survey, and do not disclose their sensitive information in
this paper. We have also sent emails to confirm participants’
willingness to make their answers public and allowed them to
withdraw their answers. None of them asked to withdraw their
answers after receiving our emails. Besides, the questionnaire
system we use can guarantee data protection and can provide
the function of data deletion [65], [66]. We have removed any
sensitive data from the questionnaire system that may raise
ethical issues after the analysis.

X. CONCLUSION

In this work, we understand ROV deployment in the real
world by conducting measurement and notification experiment,
and investigate why many networks are not following MANRS
Action 1 by conducting interviews and a more large-scale
survey. To improve MANRS Action 1 and promote ROV
deployment, we conduct extensive simulations to determine the
most recommended deployment strategy for ROV. Following
our recommendations, BGP prefix origin hijacking can be best
prevented and the problem of business conflicts can be better
avoided.
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APPENDIX

A. A Summary of Abbreviations
• AFNOG: Africa Network Operators Group
• AS: Autonomous System
• ASN: Autonomous Systems Number
• ASPA: Autonomous System Provider Authorization
• BGP: Border Gateway Protocol
• CAIDA: Center for Applied Internet Data Analysis
• CDF: Cumulative Distribution Function
• CI: Confidence Interval
• DDoS: Distributed Denial-of-Service
• IETF: Internet Engineering Task Force
• IRR: Internet Routing Registry
• ISOC: Internet Society
• KM: Kaplan-Meier
• LIR: Local Internet Registry
• LRSA: Legacy Registration Services Agreement
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• MANRS: Mutually Agreed Norms for Routing Security
• NANOG: North American Network Operators Group
• NIR: National Internet Registry
• NOG: Network Operators Group
• NTP: Network Time Protocol
• PKI: Public Key Infrastructure
• RIB: Routing Information Base
• ROA: Route Origin Authorization
• ROV: Route Origin Validation
• RPKI: Resource Public Key Infrastructure
• RR: Risk Ratio
• RTR: RPKI to Router Protocol
• SANOF: South Asian Network Operators Group
• SAV: Source Address Validation
• VP: Vantage Point

B. Baseline Notification Message

TITLE:

AS X is vulnerable to BGP prefix hijacking

CONTENT:

We have conducted a worldwide measurement of Route
Origin Validation (ROV) deployment.

Wrong ASN example: We have observed that your network
may not deploy ROV. Here is a BGP announcement received
from public BGP monitor: [BGP ANNOUNCEMENT]. By
querying Route Origin Authorization (ROA), [PREFIX] is not
owned by AS Y. But AS X received this wrong-ASN BGP
announcement and propagated it. You can obtain and check
the BGP announcement from: [DATA LINK]

Mismatched max-length example: We have observed that
your network may not deploy ROV. Here is a BGP announce-
ment received from public BGP monitor: [BGP ANNOUNCE-
MENT]. By querying Route Origin Authorization (ROA), the
maximum prefix length that [PREFIX] can be announced by
AS Y is [MAXLENGTH]. But AS X received this too-specific
BGP announcement and propagated it. You can obtain and
check the BGP announcement from: [DATA LINK]

We encourage you to deploy ROV to protect your network
from BGP prefix hijacking, and this is the implementation
guide: https://www.manrs.org/netops/guide/

If you have any questions, issues, or concerns, please send
an email to us.

C. Native Language Treatment Analysis

We focus only on differences between non-native English
speakers in baseline group and native language group. We
determine the corresponding country for every AS in this group
by using country information collected from RIR databases.
We then translate emails into Portuguese, Spanish, German,
French, Italian, Chinese and more than 20 other languages.

Table II shows the relative risk ratio for using native
language compared to using English in notifications sent to
non-native English speakers. Since the 95% CI includes 1, we
conclude that there is no significant differences in the reme-
diation rate of ROV between using English and using native

Table II: Relative risk ratio for using native language compared
to using English in notifications sent to non-native English
speakers.

Group Remediated Exposed RR CI
Baseline 9 72 - -

Native language 7 78 0.72 [0.28, 1.83]
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Figure 10: Survival curves for using native language and using
English in notifications sent to non-native English speakers.

language. We further calculate the KM survival curves for the
two language treatments and run log-rank test. Figure 10 shows
the KM survival curves. The result of log-rank test for the two
treatments is 0.48 (i.e., p > 0.05), which means that there is
no significant difference between the use of native language
and English in notification messages.

D. Survey Questionnaire

Q1: Have you performed Route Origin Validation (ROV)
in your networks?

• Yes, validating BGP announcements received from all
neighboring ASes

• Yes, but only validating BGP announcements received
from part of neighboring ASes

• No
• Not sure

Q2: Are you planning to perform ROV in your networks?

• Yes
• No
• Not sure

Q3: How many customer ASes does your network have?

• 0-10
• 10-100
• More than 100
• Not sure

Q4: Do you perform or intend to perform RPKI-invalid
filtering at all customer interfaces?

• Yes
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• No, but I perform or intend to perform ROV only at
partial customer interfaces

• No, I do not intend to perform ROV at any customer
interfaces

Q5: How many provider ASes does your network have?

• 0-2
• 2-10
• More than 10
• Not sure

Q6: Do you perform or intend to perform RPKI-invalid
filtering at all provider interfaces?

• Yes
• No, but I perform or intend to perform ROV only at

partial provider interfaces
• No, I do not intend to perform ROV at any provider

interfaces

Q7: How many peer ASes does your network have?

• 0-10
• 10-100
• More than 100
• Not sure

Q8: Do you perform or intend to perform RPKI-invalid
filtering at all peer interfaces?

• Yes
• No, but I perform or intend to perform ROV only at

partial peer interfaces
• No, I do not intend to perform ROV at any peer

interfaces

Q9: What are your reasons for not performing ROV at all
interfaces?

• Some adjacent ASes do not want their BGP announce-
ments to be dropped

• I am concerned that implementing ROV may affect
the performance of router

• I do not think ROV is an effective defense against
BGP hijacking

• I do not think BGP prefix hijacking is a severe security
threat

• It takes time and effort to implement and operate ROV
at so many interfaces

• I think all BGP announcements received from cus-
tomers should be accepted, even they are RPKI-invalid

• I think all BGP announcements received from
providers should be accepted, even they are RPKI-
invalid

• I think all BGP announcements received from peers
should be accepted, even they are RPKI-invalid

• Others (please specify)

Q10: Have you encountered any problems since imple-
menting ROV?

• It mistakenly drops legitimate BGP announcements
• It affects the capabilities and performance of routers

• It cannot effectively identify most hijackings due to
the limited adoption of Route Origin Authorization
(ROA) worldwide

• If an intermediate/transit AS is hijacked because it
does not implement ROV, the traffic from my network
will still be hijacked

• Others (please specify)

Q11: MANRS provides the implementation guide for ROV
(https://www.manrs.org/netops/guide/). Do you think that is
useful?

• Yes
• No
• Not sure

Q12: What do you think are the priorities of deploying
ROV at different classes of interfaces? and please specify the
reason.

Q13: Do you have any valuable experiences or suggestions
for implementing or operating ROV? and please specify.
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