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Abstract—The right to be forgotten requires the removal or “unlearning” of a user’s data from machine learning models. However, in the context of Machine Learning as a Service (MLaaS), retraining a model from scratch to fulfill the unlearning request is impractical due to the lack of training data on the service provider’s side (the server). Furthermore, approximate unlearning further embraces a complex trade-off between utility (model performance) and privacy (unlearning performance). In this paper, we try to explore the potential threats posed by unlearning services in MLaaS, specifically over-unlearning, where more information is unlearned than expected. We propose two strategies that leverage over-unlearning to measure the impact on the trade-off balancing, under black-box access settings, in which the existing machine unlearning attacks are not applicable. The effectiveness of these strategies is evaluated through extensive experiments on benchmark datasets, across various model architectures and representative unlearning approaches. Results indicate significant potential for both strategies to undermine model efficacy in unlearning scenarios. This study uncovers an underexplored gap between unlearning and contemporary MLaaS, highlighting the need for careful considerations in balancing data unlearning, model utility, and security.

I. INTRODUCTION

Deep Neural Networks (DNN) models are often trained on large amounts of data, including personal data [17]. Nevertheless, the General Data Protection Regulation (GDPR) [43] and the California Consumer Privacy Act (CCPA) [42], i.e., Right to be Forgotten, enforce the service providers to necessitate removal of users’ training data when requested by individuals due to privacy regulation compliance. To practically grant the right to be forgotten, machine unlearning techniques [6] are developed, aiming to protect users’ privacy by removing the contribution of a data sample or several data samples from a trained ML model on request or after a particular timescale. However, machine unlearning on deep models is still in its infancy. Deleting data from a database [9] can be relatively straightforward and intuitive, while it is much more complicated in the case of deep models because of the model complexity and the randomness in the training algorithms [51]. A commonly adopted unlearning approach is retraining, i.e., retraining the model from scratch where the data to be unlearned are removed. However, retraining is almost always associated with heavy computational cost, especially when models are deep models with millions or even billions of parameters.

The trend of Machine Learning as a Service (MLaaS) has gained significant momentum in recent years [28]. Implementing deep models on the cloud platform as API services enjoys several advantages, such as privacy enhancement (splitting the storage of training data from service provider), accessibility, cost-effectiveness, and scalability [47]. One successful example is the case of Lufthansa Technik using the MLaaS of Google Cloud AutoML [1]. Neglecting to eliminate data from the deployed models timely may lead to punitive measures, reinforcing the importance of effective machine unlearning strategies in cloud-based model management. For example, UK’s data regulator, the Information Commissioner’s Office (ICO), has issued guidance on the data protection implications of using AI and generative models [34]. The U.S. Federal Trade Commission (FTC) made the cloud storage application Ever delete both user data and any deployed models trained on users’ data in 2021 [19]. However, to achieve data removal on deep models in MLaaS, the feasibility of prevailing efficient retraining methods is often compromised due to the absence of the server’s direct access to the original training dataset. Conducting retraining procedures on a local scale and subsequent redeployment also incurs supplementary costs and induces delays. Ideally, the unlearning procedure could be hosted by the cloud as well. A promising industrial paradigm of data removal from the cloud database is exemplified by Google Analytics 4, involving the utilization of the User Deletion API [3]. Fortunately, some approximate unlearning approaches directly modify the model parameters and do not require the original training dataset to be integrated as an Unlearning API, which can greatly facilitate the server to provide machine unlearning services. Thus, similarly, with the Unlearning API, a user who once contributed data to train the model can freely ask the service provider for the deletion of her or his data on the model if she or he wishes to opt out, as shown in Figure 1.

Research Gap. Current machine unlearning methodologies have been developed and assessed within a local development context, wherein the developer has comprehensive access to both the model and its training data. However, the advent of Machine Learning as a Service (MLaaS) imposes limitations on the availability of training data and resources, rendering
most existing unlearning approaches [6], [20], [30], [50], [4] to be futile. Furthermore, MLaaS transitions the model from a local environment to a public deployment setting, introducing the potential for untrustworthy or even malicious users. These users may seek to carry out compromising activities through unlearning requests, reducing the practicability to implement the machine unlearning process in the MLaaS context. Given some approximate unlearning methods can be applied in the MLaaS, however, none of the existing works investigate what types of risks malicious users can bring to the server.

Research Question. From the standpoint of the MLaaS server, a balance must be struck between sustaining normal business services (primary tasks) and accommodating machine unlearning services (secondary tasks). Catering to unlearning requests from users inevitably diminishes the model’s utility, as the contributions made by the user’s data are excised. As such, the deployment of the unlearning process within the MLaaS platform hinges on the assurance of equilibrium between model fidelity and unlearning effectiveness. In this context, the research question is: Is it feasible for a user to compromise the normal business of the server by requiring machine unlearning services in MLaaS? And how easily can the user achieve the compromise? Unfortunately, existing research either tends to concentrate on fooling the model, or neglects to evaluate the trade-off entirely, hence falling short in addressing the research question due to their inability to satisfy the constraints of MLaaS settings (detailed in Section II).

Motivation. To answer this question, we conduct the first investigation to identify the potential threats that can be associated with machine unlearning services under MLaaS scenarios. We identify the major threat that a user can pose to the server: over-unlearning. Specifically, as depicted in Figure 1 and Figure 2, over-unlearning represents that the information the server’s model unlearned exceeds what it ought to unlearn by manipulating the unlearned samples to contain more knowledge than expected.

To mimic the malicious users’ behaviors and measure the feasibility of potential risks, we present two strategies that can be leveraged for the manipulation to achieve over-unlearning, while only granting the user black-box access to the model of the server. Specifically, over-unlearning is instigated by deliberately blending additional samples from a disparate task into the original unlearned samples through meticulous sample-level manipulation. When the server unlearns the blended data, the model may return the additional information about that particular task. Furthermore, we propose an advanced over-unlearning approach by pushing the samples close to the decision boundary via pixel-wise manipulation. We consider that the user can intentionally augment the unlearning effect of the unlearned data on the server’s model by moving the unlearned data to the decision boundary of the model. Compared to the original unlearned data, the modified unlearned data become more informative to the model. Thus, by uploading the modified data instead of the original data for the server to unlearn, the model unlearns more information than the case of unlearning the original data, which achieves the goal of over-unlearning. By answering this question, we try to provide an evaluation pipeline toward the deployability of machine unlearning in real-world MLaaS implementing scenarios.

Contributions. Our contributions are summarized as follows:

- This paper is the first to investigate the real-world machine unlearning service pipeline and to identify potential threats related to machine unlearning services in the MLaaS environment. It illuminates the risk of over-unlearning, which could significantly compromise the model utility of the server when the malicious unlearning request is submitted.
- We identify two novel strategies that allow a user to achieve over-unlearning, with only black-box access to the server’s model, making them easily applicable in real-world MLaaS environments.
- Extensive experiments are conducted using benchmark datasets, across various model architectures and representative unlearning approaches. The findings validate the effectiveness of the proposed strategies in inducing over-unlearning.
- An extensive ablation study is performed to evaluate the effectiveness of the proposed strategies in different settings. The results demonstrate the effectiveness of the strategies across various settings, emphasizing their potential impact and the importance of mitigating such risks in MLaaS environments.

II. RELATED WORK AND THREAT MODEL

In this section, we first introduce recent studies in machine unlearning domain and then describe the threat model of machine unlearning service particularly in MLaaS scenarios.

A. Related Work

Machine unlearning is motivated by a variety of reasons: i) to comply with privacy regulations; ii) the trained model itself needs to be updated or repaired. For example, a model trained on a poisoned dataset exhibits unexpected or undesirable behavior in response to benign inputs or deliberately crafted inputs. Thus, the model needs to be repaired to ensure its safety [9]. To achieve machine unlearning, a naive yet natural approach is retraining, i.e., retraining the model on the training dataset with the unlearned data removed. However, retraining the model can result in expensive computation costs when the model or the training dataset is large-scale. For example, it shows that 34 days are needed to train OpenAI’s GPT-3 [8] even on 1,024 NVIDIA A100 GPUs [38]. To overcome the
limitation of naively retraining while fulfilling the demand of machine unlearning, many unlearning approaches have been proposed recently, and they can be mainly divided into two categories: exact unlearning and approximate unlearning.

**Exact Unlearning.** Exact machine unlearning requires the model to be retrained from scratch, i.e., retrain the model on the training dataset with the unlearned data removed with some skills to achieve efficiency. The advantage of exact unlearning is that it guarantees the impacts of the unlearned data are completely removed because the unlearned model is never trained on the unlearned data. To achieve efficiency, either the training dataset or the model architecture is carefully crafted before the training process. Specifically, the first line of work splits the training dataset into different non-overlap shards, where a constituent model is trained on each of the shards. Thus, when unlearning a data sample, only the constituent model trained on the shard containing the unlearned data is required to be retrained. Based on the intuition of dataset partition, Bourtoule et al. [6] propose the unlearning approach of SISA that is generic to a variety of models with different architectures and complexities. Another line of work focuses on carefully designing the architecture of the model so that a data sample only contributes to part of the model. When unlearning a data sample, only the partial of the model that is influenced by the unlearned data is required to be retrained. Based on carefully designing the tree structure, Brophy and Lowd [7] propose data removal-enabled forests that support efficient unlearning of a data sample for random forests. Although exact unlearning has a perfect unlearning guarantee, the disadvantage is that it usually requires storing the training dataset, which may limit its applicability in many cases like MLaaS, where users’ data is not allowed to be stored or the training dataset is deleted to comply with data regulations.

**Approximate Unlearning.** Approximate machine unlearning directly modifies the parameters of the trained model to obtain the unlearned model that approximates the model retrained from scratch. Approximate unlearning is usually achieved by updating the parameters of the trained model with a few numbers of iterations using the information calculated from the unlearned data. There are mainly two kinds of approximate unlearning methods, which are based on the influence function [16] and the gradient of the loss function, respectively. Specifically, the first one [24], [29] leverages the influence function to calculate the influence of the unlearned data on the model parameters so that the trained model can apply a Newton step to remove the influence for obtaining the unlearned model. The advantage of the first kind of approximate unlearning method is that one-step Newton update is enough for removing the contribution of the unlearned data. However, the drawbacks are also obvious: i) it requires computing the inverse Hessian matrix of the loss function, which is difficult for large-scale deep models; ii) the training dataset might not be applicable in cases where it is not stored or deleted.

The second kind of unlearning methods [51], [56], [39] calculates the gradients of the unlearned data contributed to the trained model during the training process. Then, to unlearn the data, the trained model is updated by adding back these gradients to approximate the model that is retrained from scratch. A state-of-the-art gradient-based unlearning method is proposed by Warnecke et al. [55]. The high-level intuition of this unlearning method is to overwrite the unlearned data from the trained model. An advantage of this method is that it only requires to access the unlearned data, which makes it practical in many cases especially in MLaaS where only the unlearned data is applicable.

In addition to the two kinds of unlearning methods, fine-tuning has been widely used as an empirical unlearning baseline in existing works [20], [21], [23], [57]. Fine-tuning first randomly selects incorrect labels and uses them to relabel the unlearned samples. Then, the trained model is fine-tuned on these relabeled unlearned data for several iterations for unlearning. The intuition is to confuse the model’s understanding of the unlearned sample so that it cannot output the correct prediction of the unlearned data. However, information of the unlearned data can still remain in the parameters of the unlearned model produced by fine-tuning.

In this study, we mainly focus on evaluating the risks that may exist in the gradient-based approximate unlearning approaches as they are feasible in MLaaS but the retraining method is not. Particularly, we involve fine-tuning as the empirical unlearning baseline and the approaches used in Warnecke et al. [55] as the state-to-the-art approximation-based unlearning baseline in our evaluation.

**B. Our Threat Model**

In this subsection, we describe the potential threat to machine unlearning that may exist particularly in MLaaS scenarios. To formalize, we let $D_{\text{train}} = D_u \cup D_r$, where $D_u$ is the dataset that contains the unlearned data and $D_r$ is the dataset that contains the remaining data. Let $\theta^*$ be the model trained on $D_{\text{train}}$. Machine unlearning aims to obtain an unlearned model $\theta^*_u$ by removing the contribution of $D_u$ that has contributed during the training process to $\theta^*$.

**MLaaS Scenario.** We assume a developer who, upon training a model with dataset $D_{\text{train}}$, retains proprietary ownership of the resulting model. Subsequent to the training phase, the developer deploys the model on a server to offer MLaaS service for commercialization. The server has a test dataset $D_{\text{test}}$ and works as an agent responsible for model deployment and maintenance, including monitoring the performance of the models and updating them. We call the user who has once contributed training data $D_u \subseteq D_{\text{train}}$ to train the model as an **authorized unlearning user**: they can revoke the contribution of their data due to data protection regulations. Generally, different unlearning procedures may involve retraining and have different impacts on the quality of the model. Thus, to maintain the model with the compliance of regulations, the developer has agreed on a pre-selected unlearning method that can ensure the balance between model fidelity and unlearning efficacy with the server. When an authorized unlearning user decides to revoke, the server will fulfill the unlearning requests using the pre-selected unlearning method.

Under the MLaaS scenarios, there are three entities involved in machine unlearning services: the model provider, the MLaaS server, and the users who utilize the model. The model provider transfers or delegates the high-utility model to the MLaaS server for professional business services as well as machine unlearning services, while the model users can utilize the model provided by the MLaaS server via APIs.
For authorized unlearning users, they can also raise unlearning requests by uploading $D_u$ to the server for deleting their data when they decide to opt-out. The knowledge of the developer, users, and server is summarized in Table I.

We detail the capabilities and knowledge of the model provider, MLaaS server, and user as follows:

**Model Provider.** They are model developers or model owners, who have full control of the model, including the training data and white-box information of the model. After they delegate the model to MLaaS for commercialization, the control is also transferred to the server.

**MLaaS Server.** The server is the agency that provides MLaaS to users for normal business and also provides machine unlearning services for compliance with privacy regulations. To simulate a practical scenario, we assume the server only has a test dataset, aim to induce severe performance degradation when fulfilling the user’s unlearning requests: the utility of the model is heavily compromised.

**Authorized Unlearning Users.** Authorized unlearning users are the users who are authorized to raise machine unlearning requests to the server if they wish to opt-out by submitting the unlearned data to the server. They can be the data provider for the model training. These users can also access the model provided by the server to utilize its predictive ability as normal API users. The unlearning procedure will be conducted at the server using the pre-selected unlearning strategies.

**Machine Unlearning Threats.** We anticipate a scenario where some authorized users, with permission to initiate unlearning, might have malicious intent or could be compromised. These users, despite only contributing a small proportion of the training data, aim to induce severe performance degradation in the server’s model by exploiting unlearning requests with a few samples. Such situations underscore the necessity for robust security measures and stringent user regulations within machine learning systems.

<table>
<thead>
<tr>
<th>Threats to Machine Unlearning</th>
<th>Adversary’s Knowledge Requirement</th>
<th>Unlearning Methods</th>
</tr>
</thead>
<tbody>
<tr>
<td>Slow-down Unlearning [36]</td>
<td>Training Procedure</td>
<td>Exact unlearning</td>
</tr>
<tr>
<td>Camouflaged Poisoning [18]</td>
<td>Training Dataset</td>
<td>Approximate unlearning</td>
</tr>
<tr>
<td>Over-unlearning (Ours)</td>
<td>White-box Model</td>
<td></td>
</tr>
</tbody>
</table>

The latter two properties of malicious unlearning are proposed from the MLaaS server’s perspective: the server may be aware of the malicious unlearning requests and implement protections to protect its model. Specifically, the server can verify both the quality of the sample’s features and the prediction label of the unlearned sample. Thus, malicious unlearning requires to satisfy these two properties for ensuring that it can bypass basic protections implemented by the server.

**Capabilities of Malicious Users.** We assume such a malicious user only has black-box access to the model of the server, which means the user can submit a data sample $x$ to query the model and obtain a vector of probabilities $\mathcal{Y}$ but cannot know the parameters and architectures of the model. Note that black-box access assumption is very practical and also strict for the malicious user: his adversarial knowledge is similar to the knowledge of a normal user. Based on $D_u$ and black-box access, the malicious user aims to construct a perturbed unlearn dataset $D'_u$, which will be sent to the server for unlearning as well as compromising its model. The practicality of this threat is also manifested in that a malicious user could theoretically superimpose an unlimited amount of information on the data set to be unlearned, causing an unanticipated decline in model performance. Besides, the degradation of the model’s performance is multifaceted. For instance, taking the example of unlearning 100 samples from class A, malicious unlearning can easily be achieved by injecting additional information into these 100 samples. This would not only result in the over-forgetting of information from category A but may also cause the model’s performance to decline across all categories. Even more, it could potentially target a specific category $B$ by injecting information about $B$ into these 100 samples of $A$, thereby accomplishing a targeted malicious unlearning.

### Property of Malicious Unlearning

The properties of the malicious unlearning behaviors are:

- **Performance degradation.** The server’s normal business performance incurs an unexpected degradation when fulfilling the user’s unlearning requests: the utility of the model is heavily compromised.

- **Stealthiness of the unlearned sample.** The manipulated unlearned sample for over-unlearning is not easy to be distinguished from normal samples.

- **Stealthy prediction of the unlearned sample.** Note that the authorized user could also submit a label of the unlearned sample. The submitted label of the manipulated unlearned sample may be needed to be consistent with the prediction derived from the deployed model.

### Table I: Knowledge of dataset available for different entities in MLaaS.

<table>
<thead>
<tr>
<th>Entity</th>
<th>Dataset Availability</th>
</tr>
</thead>
<tbody>
<tr>
<td>Model Provider</td>
<td>Model</td>
</tr>
<tr>
<td>MLaaS Server</td>
<td>Unknown</td>
</tr>
<tr>
<td>Authorized Unlearning User</td>
<td>$D_u$</td>
</tr>
<tr>
<td></td>
<td>$D'_u$</td>
</tr>
</tbody>
</table>

- • knowledge is available; ○ knowledge is not available.
proposes slow-down attacks that aim to increase the computational cost of the unlearning process by adding perturbations to the original unlearned samples. The second work [18] proposes targeted attacks that aim to cause the model to misclassify particular target test samples. To achieve the targeted attacks in machine unlearning, the adversary first creates poison samples that contain features of the target test samples and adds them to the training dataset. Then, by submitting an unlearning request to unlearn the poison samples, the model will be triggered to make wrong predictions on the target test samples. Table II summarizes the two existing threats and our proposed over-unlearning threat to machine unlearning.

Our over-unlearning threat is significantly different from the two existing threats in adversary’s knowledge requirement, threat scenarios and threat goals. First, we are the first to investigate the threat under the MLaaS scenario, where the existing two threats cannot be materialized because the resources available in MLaaS are not enough for the adversary to pose the threat. Specifically, as depicted in Table II, the existing two threats require the adversary to know the training procedure, have access to the training dataset, and have white-box access to the model, while our threat is more practical and does not need such adversarial knowledge. Second, the goal of over-unlearning is different from the two existing threats: over-unlearning is to compromise the model’s utility, while the existing two threats focus on increasing the computational cost of unlearning or achieving targeted attacks on specific samples (i.e., fool the model).

III. METHODOLOGY OF MALICIOUS UNLEARNING

In the context of machine learning, there is limited understanding of how individual data samples impact a machine learning model. Although we have the influence function [16], [32] to measure the effect of a single training sample on model parameters, it only works perfectly on convex models while cannot precisely measure the effect on complex non-convex models such as DNNs [6]. The difficulty of measuring the amount of knowledge or information contained in a single data sample provides avenues for malicious users to exploit in machine unlearning services: the user can intentionally manipulate their data so that the server unlearns the revised data having a higher effect on the model than unlearning the original data.

In this section, we formulate the over-unlearning and introduce two possible strategies that an authorized unlearning user can leverage for malicious unlearning in MLaaS scenarios, to answer the research question “Is it feasible for a user to compromise the normal business of the server by requesting machine unlearning services in MLaaS? And how easily can the user achieve the compromise?” Based on the different granularity of the input space, we introduce two types of methods that the user can leverage to materialize the threats of over-unlearning. The first type works on sample-wise modification of the data, while the second one works on pixel-wise modification of the data.

A. Problem Statement

In this paper, we mainly focus on ML classification, as it is one of the most common ML applications. Let \((x, y)\) be a data sample with multidimensional features. An ML classifier is a function \(f(\cdot)\) that takes as input \(x\) and outputs a vector of probabilities \(\mathcal{Y}\). The length of \(\mathcal{Y}\) equals the number of classes in the classification task. Each entry \(y_i\) in \(\mathcal{Y}\) represents the posterior probability of the model assigning \(x\) to a class (i.e., the label) \(c_i \in \mathcal{C}\), where \(\mathcal{C}\) is the set of all classes.

Let \(\mathcal{M}(\cdot, \cdot)\) be a fixed unlearning method, and \(\theta^*\) be the trained model owned by the server. Let \(\mathcal{D}_u \subseteq \mathcal{D}_{\text{train}}\) be an unlearned dataset owned by a user. Let \(\mathcal{D}'_u\) be a perturbed version of \(\mathcal{D}_u\) generated by the user for the purpose of posing the over-unlearning threat to the server. To facilitate the understanding of over-unlearning, we first introduce the scenarios of normal unlearning and malicious unlearning.

Normal Unlearning. Normal unlearning is defined as the case that the user faithfully submits \(\mathcal{D}_u\) to the server for unlearning. Based on \(\mathcal{M}(\cdot, \cdot)\) and \(\mathcal{D}_u\), the server produces an unlearned model \(\theta_u^*\).

Malicious Unlearning. Malicious unlearning is defined as the case that the user maliciously submits \(\mathcal{D}'_u\) to the server for unlearning. Based on \(\mathcal{M}(\cdot, \cdot)\) and \(\mathcal{D}'_u\), the server produces an unlearned model \(\theta_u^*\).

Note that the server may have limited capacity to check the quality of the unlearned model, and the most feasible indicator is to check the test accuracy of the model using a test dataset. The investigation of accuracy can be conducted class by class to check the quality of each class. Let \(\mathcal{D}_{\text{test}}\) be a test dataset. For simplicity, we consider the data \((x, y) \in \mathcal{D}_u\) hosted by the malicious unlearning user being from one specific class \(A\). Let \(\mathcal{D}_A \subset \mathcal{D}_{\text{test}}\) be a sub-test dataset containing the test samples of the class \(A\) in \(\mathcal{D}_{\text{test}}\). We define \(\alpha_1\) as the test accuracy of \(\theta_u^*\) on \(\mathcal{D}_A\) and \(\alpha_2\) as the test accuracy of \(\theta_u^*\) on \(\mathcal{D}_A\). We can define over-unlearning as follows:

Definition 1 (Over-unlearning). We call the case over-unlearning if the utility of \(\theta_u^*\) is smaller than that of \(\theta_u^*\) on \(\mathcal{D}_A\), e.g., the accuracy \(\alpha_2 < \alpha_1\).

Over-unlearning represents that the information the server unlearned exceeds what the server ought to unlearn. For example, a classifier trained to determine “dog” and “cat” has a test accuracy of 90% on the class “dog”. Unlearning 10% of the training data of “dog” produces an unlearned model with a test accuracy of 88% on “dog”, i.e., the accuracy degradation is 2%. We consider over-unlearning to happen if unlearning the same training data with some modifications using the same unlearning method produced an unlearned model with a test accuracy of less than 88% on “dog”, e.g., 80%.

Over-unlearning may result in two types of degradation, as shown in Figure 2. Over-unlearning-I highlights the degradation observed in class \(A\) when manipulating samples of class \(A\), while Over-unlearning-II uncovers the degradation experienced in classes other than \(A\). The impacts of these two types hinge on whether the supplementary information introduced to instigate over-unlearning regarding classes other than \(A\) or not.

B. Blending as Naive Over-unlearning

The most simple way to achieve over-unlearning is to incorporate additional sample information into the unlearned
sample, e.g., blending the original unlearned sample from class A with a sample from another class B without introducing any computational overheads. Therefore, by unlearning $D_u^*$ that contains the features of the blended sample from class B, the model will suffer an unexpected performance degradation on class B as a result of additional information over-unlearned. Therefore, we first use such a lightweight sample-wise strategy to illustrate the feasibility of over-unlearning. Here, the additional information introduced to cause over-unlearning is other than the original class A, then the measured impact belongs to over-unlearning-II. To meet the stealthiness requirement of the model, we consider the malicious user can embed the features of the samples of the target class into the data samples in $D_u$. Specifically, we consider the malicious user can use the blend technique \cite{14} to embed the features of the samples of another class into the data samples in $D_u$. The user leverages an injection function $\Pi(\cdot, \cdot)$ to blend $x$ with $x_b$, which is defined as follows:

$$\Pi(x, x_b) = \lambda \cdot x + (1 - \lambda) \cdot x_b,$$

where $\lambda \in [0, 1]$ is the hyper-parameter representing the blending ratio. Here, both $x$ and $x_b$ are in their vector representations. The $\lambda$ can be considered as the hyperparameter to control the transparency level of the blending. We visualize an example of blending a “airplane” sample with a “cat” sample in Figure 3.

To further satisfy the stealthiness of the manipulated unlearned sample, we modify the unlearned data $x$ by blending it with the sample $x_b$ in class B, while modifying $y$ to the predicted label of the server’s model on the modified data. The submitted label is consistent with the prediction of the server’s model on the modified data. From the server’s perspective, it is difficult to notice the malicious behavior of the user based on the submitted label.

**C. Pushing as Advanced Over-unlearning**

Even though the blending-based strategy is cost-efficient and model-irrelevant, the over-unlearning is conducted in a blind way and the degradation performance is not effective on all datasets (detailed in Section V-A). Therefore, we introduce an advanced over-unlearning method.

**Motivation.** The behavior of ML models is reflected in their decision boundary, which represents the region where the model assigns different class labels or makes decisions based on the input features. We have a key observation that ML models can be more confused when predicting samples that are near the decision boundary, given that even a slight change in the input can lead to different predictions by the model. Thus, we consider that samples near the decision boundary of a model are more informative than those that are farther away from it because samples near the decision boundary carry more ambiguity in their class assignments. This intuition is similar to the entropy \cite{46} in information theory which measures the average amount of information contained in a random variable. In information theory, a random variable is considered more informative (i.e., with higher entropy) when its possible outcomes are more random or unpredictable.

Based on the above motivation, we consider the malicious user can enlarge the unlearning effect of the samples in $D_u$ by intentionally moving them to the decision boundary of the model. When the data sample is moved near but still within the decision boundary, the additional information to cause over-unlearning is still about the original class A. Therefore, the over-unlearning type is Over-unlearning-I, where the performance degradation derived from over-unlearning mainly affects class A. However, after the data sample is moved to cross the decision boundary, the additional information to cause over-unlearning involves classes other than class A. Correspondingly, the over-unlearning type is both Over-unlearning-I (primary) and II (secondary), where the performance degradation derived from over-unlearning affects other influenced classes. To investigate these two scenarios, we explore two pushing-based over-unlearning methods as depicted in Figure 4. We describe these two methods as follows.
the user aims to construct a perturbed version of \( x \) over-unlearning threat, we can consider the threat that exists malicious users can leverage the method to materialize the can enlarge their unlearning effect. As long as one of the our method of moving samples to the decision boundary close to the decision boundary, we can move them further to D balanced datasets [5]. Second, even if the samples in often true when the model is trained on well-distributed and samples are not located near the decision boundary, which is the decision boundary of the model. However, this does not the performance of the model.

Over-unlearning by Pushing-II. This method moves the data sample near the decision boundary can affect the performance of the model.

Over-unlearning by Pushing-II. This method moves the data sample just across the decision boundary. After the manipulation, such data samples are beyond the prediction ability of the model because they are moved to a region other than their correct labels. Pushing-II also helps to evaluate how unlearning samples near the decision boundary can affect the performance of the model.

Note that samples in \( D_u \) themselves may be close to the decision boundary of the model. However, this does not undermine our methods: First, the majority of the training samples are not located near the decision boundary, which is often true when the model is trained on well-distributed and balanced datasets [5]. Second, even if the samples in \( D_u \) are close to the decision boundary, we can move them further to the decision boundary. Last, we focus on investigating whether our method of moving samples to the decision boundary can enlarge their unlearning effect. As long as one of the malicious users can leverage the method to materialize the over-unlearning threat, we can consider the threat that exists in the machine unlearning services.

Let \( x \in D_u \) be an unlearned sample. Based on our method, the user aims to construct a perturbed version of \( x \):

\[
x' = x + \delta,
\]

where \( x' \) is the perturbed version of \( x \), and \( \delta \) is the perturbation. \( x' \) is required to satisfy:

\[
\text{Dis}(x', \theta^*) \leq \epsilon,
\]

where \( \text{Dis}(\cdot, \cdot) \) is the distance of \( x' \) to the decision boundary of the model \( \theta^* \), and \( \epsilon \) is a small value of the distance threshold.

However, calculating the exact distance of a data sample to the decision boundary of ML models, especially deep models can be challenging because of the complexity of the model and the lack of analytical solutions [45]. Thus, we propose to leverage adversarial perturbation [22], which is a practical and commonly used technique to move samples closer to the decision boundary of a model by adding small noises to them [41], while without requiring to exactly calculate \( \text{Dis}(x', \theta^*) \).

Given that the user only has black-box access to the model of the server, we consider the user can leverage the adversarial technique from the black-box Carlini and Wagner (CW) adversarial attack [12], [13]. The Carlini and Wagner (CW) attack is an optimization-based attack that aims to find the minimum amount of perturbation that when added to the input will lead to misclassification. The loss function for the CW attack is defined as follows:

\[
L(x, x') = ||x - x'||_2^2 + c \cdot f(x')
\]

s.t. \( x' \in [0, 1]^d \),

where \( x \) is the original input, \( x' \) is the perturbed input, \( || \cdot ||_2^2 \) is the \( \ell_2 \)-norm, and \( c \) is a constant. \( f(x') \) is a function defined as:

\[
f(x') = \max_{x' \neq y_t} \{ \max_i [Z(x')]_i - [Z(x')]_{y_t}, -k \},
\]

where \( Z(x') \) are the logits, \( [Z(x')]_i \) represents the predicted probability that \( x' \) belongs to class \( i \), \( y_t \) is a target class label toward misclassification, and \( k \geq 0 \) is a margin parameter.

In this work, we consider the black-box setting, where the user has no knowledge about the architecture or parameters of the model. Here, the only information received from the model is the predicted class probabilities for all classes via querying input \( x \) for the deployed model. The CW attack can be performed using techniques such as zeroth order optimization (ZOO) [13]. The gradients of the model’s output with respect to the input can be approximated using finite differences, i.e., by querying the black-box model with slightly perturbed inputs and observing changes in the model’s output. The loss term \( f(x') \) in ZOO can be formalized as follows:

\[
f(x') = \max_{x' \neq y_t} \{ \max_i [\log(Z(x'))_i] - [\log(Z(x')]_{y_t}, -k \}.
\]

Note that the \( \log(\cdot) \) here is a monotonic function, lessening the dominance effect while preserving the order of confidence scores due to monotonicity.
To perform the optimization, ZOO uses the zeroth order stochastic coordinate descent method, which can be written in the following form:

$$ \delta_j^{(t+1)} = \delta_j^{(t)} - \eta g_j^{(t)} , \quad (7) $$

where $j$ is a coordinate index of the pixel in the image $x$, $\eta$ is the step size, and $g_j^{(t)}$ is an estimate of the gradient of the loss function at iteration $t$, calculated using finite differences as follows:

$$ g_j^{(t)} = \frac{f(x + \delta_j^{(t)} + he_j) - f(x + \delta_j^{(t)} - he_j)}{2h} . \quad (8) $$

Here, $h$ is a small constant used for the finite difference approximation, and $e_j$ is the standard basis vector with the $j$-th component as 1. Note that there are other black-box adversarial techniques such as substitute models [35]. The zeroth order optimization is selected due to the need to train a substitute model.

For a sample $(x, \hat{y}_{true}) \in D_u$, we use the adversarial technique described above to move it towards the decision boundary and obtain $(x^{(1)}, \hat{y}^{(1)}), \ldots, (x^{(t-1)}, \hat{y}^{(t-1)}), (x^{(t)}, \hat{y}^{(t)})$. Assume $\hat{y}^{(t-1)} = \hat{y}_{true}$ and $\hat{y}^{(t)} \neq \hat{y}_{true}$, then Pushing-I method selects $x^{(t-1)}$ as the modified sample and Pushing-II method selects $x^{(t)}$ as the modified sample.

IV. EXPERIMENTAL SETTINGS

In this section, we first introduce the datasets, models, and evaluation metrics used for the experiments. Then, we introduce the unlearning settings and the unlearning benchmarks used for evaluating the over-unlearning threat.

A. Datasets and Models

Datasets. In our experiments, we use three datasets to evaluate the proposed two methods for over-unlearning. The three datasets are benchmark datasets for image classification tasks, which cover a wide range of object categories with different learning complexities.

- **CIFAR-10** [33]. This dataset contains 60,000 color images with 50,000 images in the training dataset and 10,000 images in the test dataset. It consists of 10 different classes, with each image labeled with one of the following classes: airplane, automobile, bird, cat, deer, dog, frog, horse, ship, or truck. Each image in the dataset has dimensions of $32 \times 32$ pixels.

- **CIFAR-100** [33]. Just like CIFAR-10, this dataset contains 60,000 color images with 50,000 images in the training dataset and 10,000 images in the test dataset. CIFAR-100 includes 100 fine-grained classes, such as different types of animals, plants, household objects, and vehicles. The image size in the CIFAR-100 is the same as CIFAR-10 with dimensions of $32 \times 32$ pixels.

- **STL-10** [15]. This dataset consists of 13,000 color images with 5,000 training images and 8,000 test images. STL-10 has 10 classes of airplanes, birds, cats, deer, dogs, horses, monkeys, ships, and trucks with each image having a higher resolution of $96 \times 96$ pixels. Compared to the above two datasets, STL-10 can be considered as a more challenging dataset with higher learning complexity.

Models. We use the VGG model [49] and the ResNet model [25] to evaluate our proposed methods for over-unlearning. These two model architectures are benchmark classification models for image classification tasks. The detailed description of the models used in this paper is in Appendix B.

Metric. As the MLaaS service provider, the utility of the model is a priority of the server because it aims to offer models that are accurate for providing predictions to their users. The server may have limited capacity to check the quality of the unlearned model, and the most feasible indicator is to check the test accuracy of the model using a test dataset. We report the accuracy of the model on the test dataset to assess the utility of the model in the experiments.

B. Unlearning Settings and Benchmarks

Number of Unlearned Samples. To mimic a practical scenario where the malicious user only contributes a small proportion of training data, we assume the user has no more than 50% training data of a class that can be modified for over-unlearning. Specifically, we assume the user has no more than 200, 200, and 2,000 samples in CIFAR-100, STL-10, and CIFAR-10, respectively.

Perturbation Magnitude for Pushing. To ensure the stealthiness of the modified samples in pushing methods, the perturbation added to the original sample should be imperceptible. In our experiments, we bound the perturbations by $\ell_2$-norm perturbations of 20 to ensure the stealthiness of the modified samples. We provide visualization of modified samples with the maximum perturbation and analysis of the perceptual similarity between the modified samples and the original samples in Appendix D and Table XIII. The modified samples have high perceptual similarity with the corresponding original samples (SSIM [54] mean value around 0.97, the closer to 1, the more similar, LPIPS [59] mean value around 0.03, the smaller, the more similar).

Unlearning Benchmarks. We evaluate the effectiveness of our proposed methods for over-unlearning on two benchmark unlearning methods: one is a state-of-the-art gradient-based unlearning method [55], and the other is an empirical unlearning method of fine-tuning [57] that has been widely used as the unlearning baseline. Both of the two unlearning methods are feasible for machine unlearning services where the server requires to perform unlearning with the usage of only the unlearned data sent from the users.

- **Fine-tuning based Unlearning Method.** Fine-tuning has been widely used as an empirical unlearning baseline in existing works [20], [21], [23], [57]. This method aims to let the model output wrong predictions on the unlearned samples by fine-tuning the model on the unlearned samples with wrong labels. As an empirical unlearning method, the intuition of fine-tuning is the privacy information of the unlearned sample cannot be inferred because the model outputs wrong predictions. However, information of the unlearned samples might still be inferred from the parameters of the model. In our experiments, we follow the same strategy that the server randomly relabels the images sent from the user and fine-tunes the model on relabeled images for unlearning.

- **Gradient-based Unlearning Method.** We evaluate on a state-of-the-art gradient-based unlearning method developed
by Warnecke et al. [55], which is detailed introduced by Equation 12 and Equation 13 in Appendix A. The intuition is to leverage an irrelevant sample to overwrite the unlearned sample. In our experiments, we adopt the hyper-parameter settings in [55] and use the images consisting of random noise as irrelevant samples to overwrite the unlearned images.

Compared to the fine-tuning based unlearning method, the state-of-the-art gradient-based unlearning method guarantees that the unlearned model approximates the model that is re-trained on the training dataset with the unlearned data removed, i.e., the removal in the unlearned model produced by the state-of-the-art gradient-based unlearning method is certified. Thus, in the experiments, we mainly report the results on the gradient-based unlearning method, while we provide the experimental results showing the effectiveness of our methods on fine-tuning in Appendix C.

Note that our proposed methods may also allow a malicious user to achieve over-unlearning in MLaaS via machine unlearning requests when the server uses other unlearning methods. In our experiments, we aim to show that over-unlearning can be materialized by our proposed methods when the server uses the state-of-the-art gradient-based unlearning method or the widely used empirical unlearning method. The investigation of achieving over-unlearning by new techniques or the effectiveness of our methods on new unlearning methods is orthogonal to our work.

V. Evaluation

In this section, we first demonstrate the performance of the naive over-unlearning method of blending to demonstrate the feasibility of over-unlearning. Then, we present the effectiveness of the advanced over-unlearning methods of Pushing-I and Pushing-II for achieving over-unlearning.

A. Effectiveness of Blending Method

To demonstrate the effectiveness of the blending method for over-unlearning, we conduct experiments on CIFAR-10, CIFAR-100, and STL-10 using the VGG model. We consider the malicious user has no more than 50% of the training samples of “airplane”, “apple”, and “airplane” in CIFAR-10, CIFAR-100, and STL-10, respectively. We select the class of “cat” for CIFAR-10, “orange” for CIFAR-100, and “cat” for STL-10 to embed the information of another class into the unlearned samples of the user. Here, both the class of the unlearned data and the additional class are randomly selected. Because the additional information is from the additional class, we mainly report the test accuracy of the model on the additional class, while reporting the overall test accuracy on all classes in Table XI in the Appendix.

As depicted in Table III, we can see that the blending method is effective on CIFAR-10, which demonstrates the feasibility of over-unlearning. When unlearning 400 samples of “airplane” containing information of “cat” on CIFAR-10, the blending method can degrade around 1.4% accuracy of the unlearned model on “cat” compared to normal unlearning.

<table>
<thead>
<tr>
<th>Dataset</th>
<th># of Samples</th>
<th>Blending Ratio</th>
<th>Performance Degradation</th>
</tr>
</thead>
<tbody>
<tr>
<td>CIFAR-10</td>
<td>400</td>
<td>0.3</td>
<td>0.7% ↓</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.5</td>
<td>1.4% ↓</td>
</tr>
<tr>
<td>CIFAR-100</td>
<td>40</td>
<td>0.3</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.5</td>
<td></td>
</tr>
<tr>
<td>STL-10</td>
<td>40</td>
<td>0.3</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.5</td>
<td></td>
</tr>
</tbody>
</table>

More performance degradation of 8.1% can be achieved when the number of unlearned samples increased to 2,000. However, we did not observe the effectiveness of the blending method on CIFAR-100 and STL-10. This indicates that the naive over-unlearning method of simply blending features of the samples in another class cannot achieve over-unlearning on complex datasets, which highlights the necessity of advanced methods for over-unlearning.

Takeaway 1 The naive method of blending for over-unlearning is only effective in the simple classification task, while it cannot be applied to complex tasks with many class categories or complex patterns.

B. Effectiveness of Pushing-I and Pushing-II

To demonstrate the effectiveness of Pushing-I and Pushing-II for over-unlearning, we conduct experiments on CIFAR-10, CIFAR-100, and STL-10 using the VGG model. We consider the malicious user has no more than 50% of the training samples of “airplane”, “apple”, and “airplane” in CIFAR-10, CIFAR-100, and STL-10, respectively. Note that the class of the unlearned data is randomly selected and we will demonstrate the choice of the class does not affect the effectiveness of our methods in the ablation study. For Pushing-I, we move the data sample near the decision boundary. For Pushing-II, we move the data sample across the decision boundary, i.e., move the unlearned data to a decision region other than its original label.

As we can see in Table IV, both Pushing-I and Pushing-II can degrade the overall accuracy of the model compared to normal unlearning, which indicates the effectiveness of the two methods for Over-unlearning-I and Over-unlearning-II. To better demonstrate how severe over-unlearning can be achieved by Pushing-I and Pushing-II, we report the test accuracy of the model on the class that the unlearned data comes from, i.e., reporting the performance for Over-unlearning-I in the following parts.

[1] The source code of the experiments is available at https://github.com/TASI-LAB/Over-unlearning
TABLE IV: The overall accuracy of the model before unlearning, with normal unlearning, with Pushing-I, and with Pushing-II on CIFAR-10, CIFAR-100, and STL-10.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Training accuracy</th>
<th>Test accuracy</th>
<th>Test accuracy when unlearning 10% data of a class</th>
<th>Test accuracy when unlearning 50% data of a class</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>Normal unlearning Pushing-I Pushing-II Normal unlearning Pushing-I Pushing-II</td>
<td></td>
</tr>
<tr>
<td>CIFAR-10</td>
<td>81.5%</td>
<td>79.8%</td>
<td>79.3% 73.5% (5.8%) 73.7% (5.6%)</td>
<td>78.7% 66.4% (12.3%) 66.9% (11.8%)</td>
</tr>
<tr>
<td>CIFAR-100</td>
<td>76.3%</td>
<td>51.1%</td>
<td>51.1% 50.7% (0.4%) 50.7% (0.4%)</td>
<td>49.7% 49.1% (0.6%) 49.2% (0.5%)</td>
</tr>
<tr>
<td>STL-10</td>
<td>96.3%</td>
<td>56.6%</td>
<td>56.6% 56.2% (0.4%) 49.7% (6.9%)</td>
<td>50.2% 49.5% (0.7%) 32.8% (17.4%)</td>
</tr>
</tbody>
</table>

(a) Unlearn 10% data of a class (b) Unlearn 50% data of a class

Fig. 5: Effectiveness of Pushing-I and Pushing-II for over-unlearning-I when unlearning 10% and 50% training data of a class on CIFAR-10, CIFAR-100, and STL-10.

As depicted in Figure 5, we can see that both Pushing-I and Pushing-II can achieve the goal of Over-unlearning-I on all datasets: the utility of the model is smaller than the model under normal unlearning. For example, as depicted in Figure 5(a), when unlearning 10% training data of a class in CIFAR-10, Pushing-I and Pushing-II can reduce the utility of the model from 87.8% to around 29.5%, while normal unlearning has the accuracy of the model of 81.7%. Over-unlearning becomes more severe when unlearning 50% training data of the class. As depicted in Figure 5(b), Pushing-I and Pushing-II can reduce the utility of the model on that class to around 2%, indicating that the model becomes useless on predicting the class of the unlearned data. The results in Figure 5 demonstrate the effectiveness of Pushing-I and Pushing-II in achieving the property of performance degradation in malicious unlearning. To demonstrate the property of the stealthiness of the unlearned samples in Pushing-I and Pushing-II, we visualize two “airplane” samples in STL-10 in Figure 9. As we can see, human inspection cannot easily notice the existence of perturbations in the unlearned data.

To study how the unlearned model produced by malicious unlearning is different from the unlearned model produced by normal unlearning, we visualize the prediction distribution of the unlearned model on CIFAR-10 in Figure 6. As we can see, the prediction distribution of the baseline model produced by normal unlearning is very different from that of the unlearned model produced by Pushing-I or Pushing-II. After normal unlearning 400 training samples of “airplane”, there are 817 test samples of “airplane” that can be corrected and predicted as “airplane” by the unlearned model. However, when malicious unlearning of Pushing-I or Pushing-II happens, the over-unlearned model can only predict correctly on around 290 test samples, while largely assigning the rest of the testing samples to the label of “2” (“bird”) and “8” (“ship”). This phenomenon exacerbates when unlearning 2,000 training data of that class as depicted in Figure 7.

Motivated by Figure 6 and Figure 7 that most of the wrongly predicted labels are assigned to “bird” or “ship”, we further ask that is it possible to control the wrongly predicted label of the unlearned model on test samples of “airplane” in Over-unlearning-I. If so, Over-unlearning-I can be more dangerous than just reducing the utility of the model. To investigate this possibility, we select a particular decision region to move the unlearned data, i.e., we move all the unlearned data to the particular decision region.

We conduct an experiment on CIFAR-10 to investigate
whether it is possible to control the wrongly predicted label of the unlearned model. We leverage Pushing-I and Pushing-II methods to move the unlearned samples of “airplane” near or across the decision region of “cat”. Table V shows the prediction results of the predicted labels of the model on CIFAR-10. As we can see, before unlearning, there are 878 test samples of “airplane” that are correctly predicted by the trained model. When unlearning 400 samples under normal unlearning, the model can predict most of the testing samples as “airplane” and predict only two test samples of “airplane” as “cat”. However, under malicious unlearning, the model increases the wrong predictions on “cat” to 20 (Pushing-I) and 25 (Pushing-II). The wrong predictions on “cat” increase greatly when the user can modify 2,000 samples: there are more than 245 (Pushing-II) and 375 (Pushing-I) wrong predictions of the unlearned model on “cat”. This demonstrates that the wrongly predicted label of the unlearned model can indeed be controlled by the malicious user by moving the unlearned data to a fixed decision region of a class. The results in Table V demonstrate the pushing method can be more dangerous than just reducing the utility of the model. We find the same conclusion on CIFAR-100, and the results are demonstrated in Table VI.

**Takeaway 2**

- The proposed Pushing-I and Pushing-II methods are effective and reliable in achieving over-unlearning.
- The wrongly predicted label of the unlearned model can be controlled in over-unlearning, which is a more severe threat than just reducing the utility of the model.

**VI. ABLATION STUDY**

**A. Ablation Study for the Blending Method**

Although the blending method cannot achieve over-unlearning in complex classification tasks, it works at a certain level on simple tasks with the advantage of no computational overheads. Thus, for simple classification tasks, malicious users may still consider the blending method as an option for over-unlearning. We study how the number of unlearned samples and the blending ratio may affect the performance of the blending method. We also study whether the blending method is generic when the embedded information is from different classes than the class we have evaluated.

**Number of Unlearned Samples.** We first study how the number of unlearned samples can affect the performance of the blending method. Intuitively, the more data the malicious user has, the more information of the additional class the user can embed, which should cause a larger effect on the unlearned model on that class. We set the blending ratio to 0.3. We use the model of VGG and vary the number of unlearned samples from 400, 800, 1,200, 1,600, to 2,000. We embed “cat” into the unlearned data of “airplane” in CIFAR-10. We report the difference (i.e., performance degradation) between the accuracy on the “cat” class of the model under normal unlearning and the model produced by the blending method.

As we can see in Figure 8(a), a larger number of unlearned samples can enable the blending method to be more effective, which aligns with our intuition. When the malicious user has 400 samples, the blending method can achieve an accuracy degradation of around 0.7% on the model compared to normal unlearning. When having 2,000 unlearned samples, the blending method can achieve around 2.8% accuracy degradation. Although the performance degradation caused by the blending method is not large, this naive approach demonstrates the feasibility of over-unlearning.

**Blending Ratio.** We study how the blending ratio affects the effectiveness of the blending method. Intuitively, the larger the blending ratio is, the more information of the additional class can be embedded into the unlearned data. We use the VGG model and set the number of unlearned samples to 400. We vary the blending ratio from 0.1, 0.2, 0.3, 0.4, to 0.5 and embed “cat” into the unlearned data of “airplane” in CIFAR-10.

Figure 8(b) shows the accuracy of the unlearned model produced by the blending method under different blending ratios. As we can see, the blending method is more effective when setting a higher blending ratio. However, with a higher blending ratio, the pattern of the sample in the other class is more obvious, which can make the injected information of the other class to be less stealthy.

**Class Options.** We study whether the blending method works on other classes than the class we have evaluated. We use the VGG model and set the number of unlearned samples to 2,000 and the blending ratio to 0.3. We embed the information of the classes of “bird”, “horse”, and “ship” respectively, into the samples of “airplane” in CIFAR-10.

Table VII shows the accuracy of the unlearned model under normal unlearning and the blending method on “bird”, “horse”, and “ship”. As we can see, the blending method only reduces the accuracy of the model slightly compared to normal unlearning. This suggests that the naive blending for over-unlearning method may not be generic and reliable, which highlights the importance of using the advanced pushing method to achieve over-unlearning.

**Takeaway 3** With a greater number of unlearned samples and higher blending ratios, the naive blending method can achieve over-unlearning more effectively.
TABLE V: The predicted labels of the model on CIFAR-10 before unlearning, with normal unlearning, and with malicious unlearning. “airplane” is the label of the unlearned data and “cat” is the target label.

<table>
<thead>
<tr>
<th>Number of unlearned samples</th>
<th>Model status</th>
<th>Number of the different predicted labels of the model</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Airplane</td>
</tr>
<tr>
<td>0</td>
<td>Before unlearning</td>
<td>878</td>
</tr>
<tr>
<td>400</td>
<td>Normal unlearning</td>
<td>817</td>
</tr>
<tr>
<td></td>
<td>Pushing-I</td>
<td>509</td>
</tr>
<tr>
<td></td>
<td>Pushing-II</td>
<td>538</td>
</tr>
<tr>
<td>2,000</td>
<td>Normal unlearning</td>
<td>708</td>
</tr>
<tr>
<td></td>
<td>Pushing-I</td>
<td>26</td>
</tr>
<tr>
<td></td>
<td>Pushing-II</td>
<td>31</td>
</tr>
</tbody>
</table>

TABLE VI: The predicted labels (Top-5) of the model on CIFAR-100 before unlearning, with normal unlearning, and with malicious unlearning. “apple” is the label of the unlearned data. “sweet pepper” is the target label.

<table>
<thead>
<tr>
<th>Number of samples</th>
<th>Model status</th>
<th>Number of the predicted labels of the model</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>apple</td>
</tr>
<tr>
<td>0</td>
<td>Before unlearning</td>
<td>71</td>
</tr>
<tr>
<td>40</td>
<td>Normal unlearning</td>
<td>70</td>
</tr>
<tr>
<td></td>
<td>Pushing-I</td>
<td>57</td>
</tr>
<tr>
<td></td>
<td>Pushing-II</td>
<td>59</td>
</tr>
<tr>
<td>200</td>
<td>Normal unlearning</td>
<td>54</td>
</tr>
<tr>
<td></td>
<td>Pushing-I</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>Pushing-II</td>
<td>5</td>
</tr>
</tbody>
</table>

Table VII: Unlearned model accuracy w.r.t. different classes under the blending method.

<table>
<thead>
<tr>
<th>Number of samples</th>
<th>Model status</th>
<th>Bird</th>
<th>Horse</th>
<th>Ship</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>74.6%</td>
<td>80.5%</td>
<td>94.0%</td>
</tr>
<tr>
<td></td>
<td>Blending</td>
<td>74.4% (0.2%↓)</td>
<td>80.4% (0.1%↓)</td>
<td>93.8% (0.2%↓)</td>
</tr>
</tbody>
</table>

Fig. 9: Stealthiness of the modified examples in the Pushing method: STL-10 samples of “airplane” used for Pushing-I and Pushing-II. Human inspection cannot easily notice the existence of perturbations in the unlearned data.

B. Ablation Study for Pushing-I and Pushing-II

Number of Unlearned Samples. We first study how the number of unlearned data can affect the performance of Pushing-I and Pushing-II. Intuitively, the more data the malicious user has, the more effect on the model the user can cause. We use the VGG model and vary the number of unlearned data samples from 400, 800, 1,200, 1,600 to 2,000 in the class “airplane” in CIFAR-10. We report the difference (i.e., performance degradation) between the accuracy of the model produced by normal unlearning and the model produced by Pushing-I and Pushing-II.

As we can see in Figure 10, a larger number of unlearned samples can enable both Pushing-I and Pushing-II to be more effective. When the malicious user has 400 samples, Pushing-I and Pushing-II can degrade around 6% accuracy of the model compared to normal unlearning. When having 2,000 unlearned samples, Pushing-I and Pushing-II can achieve around 12% accuracy degradation, which is twice compared to the case of having 400 samples. Comparing Pushing-I and Pushing-II, it seems each has respective advantages when the malicious user has a different number of samples. However, note that Pushing-I has the advantage of sample stealthiness of both the feature and the label. Thus, Pushing-I may be more preferred by the malicious user for achieving over-unlearning.

Model Architecture. We study how different model architectures may affect the effectiveness of Pushing-I and Pushing-II. We use CIFAR-10 and set the number of unlearned samples in...
the class “airplane” to 400 in CIFAR-10. We use two different model architectures of VGG and ResNet.

Table VIII demonstrates the effectiveness of Pushing-I and Pushing-II across VGG and ResNet. As we can see, Pushing-I can degrade the model accuracy to around 5.7% and 2.5% on VGG and ResNet compared to normal unlearning, and Pushing-II can degrade the model accuracy to around 5.6% and 1.1%. The effectiveness of Pushing-I and Pushing-II on both model architectures implies that our proposed strategy of moving data to the decision boundary of the model for achieving over-unlearning is model-agnostic. Comparing the accuracy degradation across VGG and ResNet, we find that VGG suffers more accuracy degradation than ResNet, while VGG has higher accuracy than ResNet when the data is normally unlearned. This suggests that models with higher utility might be more vulnerable to the threat of over-unlearning, which further implies the importance of the investigation of malicious unlearning.

Model Depth. We study how the depth of the model may affect the effectiveness of Pushing-I and Pushing-II. We set the number of unlearned samples to 400 in the class of “airplane” in CIFAR-10. We use the VGG model with the different number of blocks to simulate the models with different depths.

Table IX shows the accuracy of the unlearned model with different depths under normal unlearning, Pushing-I, and Pushing-II, respectively. As we can see, both Pushing-I and Pushing-II are effective in achieving the goal of over-unlearning on models with different numbers of VGG blocks. When comparing the models with different depths under the same unlearning setting, we find that the utility of the model with more blocks is usually smaller than that of the model with fewer blocks. For example, the unlearned model with 3 blocks has an accuracy of 73.6% under Pushing-I, while with 5 blocks the model has an accuracy of 65.6%. Under normal unlearning, the unlearned model with 3 blocks has an accuracy of 79.3%, while with 5 blocks the unlearned model has an accuracy of 73.3%. This reminds us that models with deeper depths might be more easily affected by unlearning, either under normal unlearning or malicious unlearning.

Class Option. We study whether Pushing-I and Pushing-II can work when the user has training samples of other classes than the class we have evaluated. We use the VGG model and set the number of unlearned samples to 400. We vary the class of “bird”, “horse”, and “ship” in CIFAR-10, respectively.

Table X shows the accuracy of the unlearned model under Pushing-I and Pushing-II when the user has the unlearned samples in the class of “bird”, “horse”, and “ship”. As we can see, for all the classes, Pushing-I and Pushing-II can degrade the accuracy of the model by around 2% to 5% compared to normal unlearning. The effectiveness of both Pushing-I and Pushing-II in achieving the goal of over-unlearning-I across different classes demonstrates the generalization ability of the advanced pushing methods for over-unlearning.

Takeaway 4

- Pushing-I and Pushing-II are effective across different model architectures and depths, and they are generic to achieve over-unlearning across different classes.
- More unlearned samples can result in more effective Pushing-I and Pushing-II for over-unlearning.

VII. DISCUSSION

Naive vs. Advanced Over-unlearning. Even though the blending-based strategy is cost-efficient and model-irrelevant, we demonstrate that the over-unlearning is conducted in a blind way. It is only effective in simple classification tasks and hard to generalize to complex tasks with many class categories or complex patterns. Nevertheless, it is a good motivation for advanced over-unlearning strategies by producing perturbation to push the sample to be close to the decision boundary.

Difference from Poisoning and Adversarial Attacks. The blending-based over-unlearning has resemblance to data poisoning, particularly when the subtlety of the label is disregarded. However, a key distinction lies in the fact that our blending scenario does not necessitate the inclusion of a training or re-training procedure, which is typically essential for executing a standard poisoning attack. The pushing pipeline is akin to an adversarial example, but there is a fundamental difference in our objectives. Unlike adversarial attacks which aim to deceive a classifier, our goal is to push the sample closer to the decision boundary. On the other hand, existing adversarial techniques for data poisoning attacks and adversarial attacks can be also incorporated into our design.

Possible Defence. In our study, we show that over-unlearning can break the trade-off between model performance and unlearning services. To protect against over-unlearning, there are several possible protection strategies the server might leverage.

Hashing as a Possible Defense. The server can consider hashing techniques [52] to verify the authenticity of unlearning requests raised from the users. Specifically, the model owner.
can hash training samples and send the hash values to the server for storage. The server rejects the malicious unlearning requests if he finds that the hash values of the unlearned sample did not match the stored hash value. However, applying hashing techniques in the MLaaS context is plausible in both theory and practice because of several concerns. The first concern is privacy breach. One of the most significant advantages of isolating the dataset between the model developer and the service provider is to protect the privacy of data contributors. But differently, the service provider should have no knowledge of the model training sets. Providing hashing results or dataset identification access to service providers may expose the nature of the dataset used locally, leading to potential privacy breaches, such as membership of an individual [48], [26] or privacy linkage attack [37] (e.g., re-identify individuals in anonymized datasets). The second concern is false rejections of legitimate unlearning requests. Hashing algorithms designed for ensuring unlearning authenticity may only function effectively when the data samples uploaded by the user and received by the server are identical to the original data samples provided by the user for training the model. If the data sample changes due to compression (e.g., PNG to JPEG), network transmission issues, and transcoding, hashing can lead to false rejection of users’ legitimate unlearning requests, which may lead to severe consequences for the service provider, including potential legal fines due to GDPR [43].

Membership Inference. The server can also consider membership inference techniques [48], [11], [44] for authenticity verification because membership inference techniques can identify whether a data sample is a training sample or not. However, membership inference techniques suffer from heavy computational resources for training an inference model and low inference accuracy. Also, they are not very effective on well-generalized models [27].

Other Defences. The server can use anomaly detection methodologies [40] to scrutinize the submitted unlearning sample further. However, since the proposed over-unlearning is contingent on the user’s request, generic anomaly detection is ineffective due to lack of training data similar to users’ submission. One heuristic mitigation is we recommend the service provider to carefully monitor the run-time model performance during deployment.

As we discussed above, the existing defence techniques have limitations in defending against over-unlearning threats. More advanced adversarial attacks and more robust countermeasures could be incorporated into the over-unlearning design recursively, which provides an avenue for future research.

VIII. CONCLUSION

This paper has provided a pioneering exploration into the threats associated with machine unlearning services in the real Machine Learning as a Service (MLaaS) environment. Through a comprehensive investigation, we identified over-unlearning as a significant risk that can compromise the model’s utility when malicious unlearning data is submitted by users. We proposed effective strategies for exploiting these risks, requiring only black-box access to the models, thus shedding light on the vulnerabilities of current unlearning methods in MLaaS contexts. Our extensive experiments and comprehensive ablation studies have shown that these strategies can effectively induce over-unlearning across different settings and with various model architectures. These findings underline the critical need to address the highlighted risks, specifically for servers providing MLaaS to maintain their service integrity and ensure compliance with privacy regulations.

As machine unlearning services continue to become increasingly relevant in light of privacy concerns, our research serves as a stepping stone in understanding and mitigating the potential threats posed by these services. Future work should continue this line of inquiry, developing more secure unlearning methods and policies to assure the delicate balance between data privacy, model utility, and service security in MLaaS environments.
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There are mainly two kinds of approximate unlearning methods, which are detailed introduced as follows. Let $\theta^*$ be the trained model. Let $D_{\text{un}} = D_u \cup D_r$, where $D_u$ is the dataset that contains the unlearned data and $D_r$ is the dataset that contains the remaining data. Specifically, the first kind of approximate unlearning method [24], [29] leverages the influence function to calculate the influence of the unlearned data on the model parameters so that the trained model can apply a Newton step to remove the influence for obtaining the unlearned model:

$$\theta_u^* = \theta^* + \mathcal{H}_\theta^{-1} \Delta_\theta(Z),$$  \hspace{1cm} (9)

where $Z$ is the unlearned data. $\mathcal{H}_\theta$ and $\Delta_\theta(Z)$ is defined as:

$$\mathcal{H}_\theta = \nabla^2 L(\theta^*, D_r),$$  \hspace{1cm} (10)

$$\Delta_\theta(Z) = \sum_{z \in Z} \nabla L(z, \theta^*).$$  \hspace{1cm} (11)

Here, $\mathcal{H}_\theta$ is the Hessian matrix of the loss function $L(\cdot, D_r)$ at $\theta^*$. $\mathcal{H}_\theta^{-1}$ is the inverse of $\mathcal{H}_\theta$. The term $\mathcal{H}_\theta^{-1} \Delta_\theta(Z)$ can be interpreted as the influence of $D_u$ on the model parameter $\theta^*$ [32]. The advantage of the first kind of approximate unlearning method is that one-step Newton update is enough for removing the contribution of $D_u$. However, the drawbacks are also obvious: i) the construction of the inverse Hessian matrix can be difficult for large-scale deep models; ii) the $D_r$ might not be applicable in cases where $D_{\text{un}}$ is not stored or deleted.

The second kind of unlearning method [51], [56], [39] calculates the gradients of the unlearned data contributed to the trained model during the training process. Then, to unlearn the data $D_u$, the trained model $\theta^*$ is updated by adding back these gradients to approximate the model $\theta$ that is retrained on $D_r$. A state-of-the-art gradient-based unlearning method [55] is as follows:

$$\theta_u^* \approx \theta^* + \Delta(Z, \hat{Z}),$$  \hspace{1cm} (12)

where

$$\Delta(Z, \hat{Z}) = -\tau \left( \sum_{z \in Z} \nabla_\theta L(\hat{z}, \theta^*) - \sum_{z \in Z} \nabla_\theta L(z, \theta^*) \right).$$  \hspace{1cm} (13)

Here, $\hat{Z}$ is the perturbed version of the unlearned data $Z$, and $\tau$ is a small constant of the unlearning rate. The high-level intuition of this unlearning method [55] is to overwrite $Z \in D_u$ from $\theta^*$ by using the perturbed data $\hat{Z}$. Thus, $\Delta(Z, \hat{Z})$ can be interpreted as the direction that moves the model $\theta$ to remove the information contained in $D_u$. An advantage of this method [55] is that it only requires to access $D_u$, which makes it practical in many cases where only $D_u$ is applicable.

B. Experimental Settings

Dataset Division. For all the datasets, we use 80% of the training data to train the model and use 20% of the training data as the validate data to prevent the model from overfitting. We aim to demonstrate the effectiveness of our methods on well-generalized models. For STL-10, to align the percentage of training data, validation data, and test data with CIFAR-10 and CIFAR-100, we select 1,000 test images from the 8,000 test samples and report the test accuracy of the model on these 1,000 test samples.

Models. We use two VGG models and one ResNet model in our experiments. The three deep models are with different depths and architectures to mimic the server’s different normal business tasks. The first deep learning model is composed of three VGG blocks [49] (consisting of six convolutional layers) and two dense layers. This model utilizes 128 convolutional filters, a kernel size of $3 \times 3$, a pooling size of $2 \times 2$, and the ReLU activation function. Our experiments are mainly conducted on the first model. The second model follows the same configuration but is deeper, featuring five VGG blocks encompassing ten convolutional layers. In contrast, the final model replaces the VGG blocks from the first model with Resnet blocks [25]. It incorporates one convolutional layer, three Resnet blocks, and two dense layers. The first convolutional layer has a filter size of 64 and a kernel size of $3 \times 3$. The first two Resnet blocks comprise two convolutional layers with 64 filters and a $3 \times 3$ kernel size, utilizing the ReLU activation function. The last Resnet block has a similar structure to the preceding blocks, except it employs 128 filters and includes an additional down sampling block. The down sampling block consists of one convolutional layer with a $1 \times 1$ kernel size and 2 strides size to concatenate the output results of the second and last Resnet blocks.

All three networks are trained using the Adam optimizer [31] with a learning rate at 0.001. To mitigate the issue of model overfitting, the validation set is used for terminating the training process at the lowest validation loss value.

C. Effectiveness of Over-Unlearning on the Fine-tuning based Unlearning Method

Using fine-tuning as an unlearning method is to confuse the model’s understanding of the unlearned samples by replacing their original labels with random labels. Thus, by fine-tuning the model on such relabeled samples, the model cannot output the correct prediction of the unlearned data. Because the blending method is not reliable for over-unlearning, we mainly conduct experiments using the advanced over-unlearning methods of Pushing-I and Pushing-II.

Table XII shows the overall accuracy of the model on all classes. As we can see, Pushing-I and Pushing-II can degrade the unlearned model’s accuracy compared to normal unlearning, although the degradation is small. This indicates the effectiveness of Pushing-I and Pushing-II for fine-tuning based unlearning method. The degradation is not obvious as the case on the gradient-based unlearning method is because the well-designed additional information embedded into the unlearned samples is harmed by the randomly reassigned labels. It is essentially very difficult to achieve over-unlearning on fine-tuning. However, fine-tuning cannot guarantee the information of the unlearned data is removed from the parameters of the model, which can make it less attractive for the server.
TABLE XI: The overall accuracy of the model before unlearning, with normal unlearning, with the blending method on CIFAR-10, CIFAR-100, and STL-10.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Training accuracy</th>
<th>Test accuracy when unlearning 10% data of a class</th>
<th>Test accuracy when unlearning 50% data of a class</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Normal unlearn blending</td>
<td>Normal unlearn blending</td>
</tr>
<tr>
<td>CIFAR-10</td>
<td>81.5%</td>
<td>79.8%</td>
<td>79.3%</td>
</tr>
<tr>
<td>CIFAR-100</td>
<td>76.3%</td>
<td>51.1%</td>
<td>51.1%</td>
</tr>
<tr>
<td>STL-10</td>
<td>96.3%</td>
<td>56.6%</td>
<td>56.6%</td>
</tr>
</tbody>
</table>

TABLE XII: The overall accuracy of the model before unlearning, with normal unlearning, with Pushing-I, and with Pushing-II on CIFAR-10, CIFAR-100, and STL-10 when the server uses fine-tuning as the unlearning method.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Training accuracy</th>
<th>Test accuracy when unlearning 10% data of a class</th>
<th>Test accuracy when unlearning 50% data of a class</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Normal unlearning Pushing-I Pushing-II</td>
<td>Normal unlearning Pushing-I Pushing-II</td>
</tr>
<tr>
<td>CIFAR-10</td>
<td>81.5%</td>
<td>79.8%</td>
<td>80.6% (0.8%↓)</td>
</tr>
<tr>
<td>CIFAR-100</td>
<td>76.3%</td>
<td>51.1%</td>
<td>51.3%</td>
</tr>
<tr>
<td>STL-10</td>
<td>96.3%</td>
<td>56.6%</td>
<td>58.3%</td>
</tr>
</tbody>
</table>

TABLE XIII: Quantitative stealthiness analysis on CIFAR-10

<table>
<thead>
<tr>
<th></th>
<th>SSIM (mean ± std)</th>
<th>LPIPS (mean ± std)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pushing-I</td>
<td>0.9748 ± 0.0013</td>
<td>0.0339 ± 0.0015</td>
</tr>
<tr>
<td>Pushing-II</td>
<td>0.9691 ± 0.0026</td>
<td>0.0374 ± 0.0025</td>
</tr>
</tbody>
</table>

D. Stealthiness of Modified Unlearned Samples

Following the methodology of recent works to perceive stealthiness [10], [53], [58], we quantitatively evaluate the stealthiness of modified unlearned samples with widely used perceptual metrics, such as Structural Similarity Index Measure (SSIM [54]), and Learned Perceptual Image Patch Similarity (LPIPS [59]). The SSIM index is a decimal value between −1 and 1, where 1 indicates perfect similarity, 0 indicates no similarity, and −1 indicates perfect anti-correlation. The closer the SSIM value to 1, the more similar the image pair is. LPIPS judges the perceptual similarity between two images through computing the similarity between the activations of two images for some pre-defined network. Lower LPIPS values indicate higher similarity. The smaller, the more similar.

Particularly, we randomly selected 50 pairs of original samples and corresponding modified unlearned samples from the dataset CIFAR-10. The modified unlearned samples are generated by strategies Pushing-I and Pushing-II, respectively. We calculate the mean and standard deviation of SSIM and LPIPS. According to Table XIII, the experimental results show high similarities between modified unlearning samples and original samples, indicating commendable stealthiness performance.