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' “Background

Best Results based on ROC-AUC
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Most?eading algorithms use the trigger inversion strategy.
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®
'Background
Most?eading algorithms use the trigger inversion strategy.

o
Backdoor Bench

Qo °
Poisoning Ratio = 10% 5% 1% 0.5% 0.1%
Backdoor Defense — No Defense AC
Targeted Model Backdoor Attack | CA(%)  ASR(%)  RA(%) CA(%)  ASR(%)  RA(%)
preactresnet18 badnet 91.32% 95.03% 4.64% 88.80% 86.23% 13.28%
preactresnet18 blended 9347% 99.92%  008% 8852% 99.72%  0.28%
preactresnet18 sig 84.48% 98.27% 1.72% 8241% 94.61% 5.17%
preactresnet18 ssba 92.88% 97.86% 1.99% 90.00%  96.23% 3.53%
preactresnet18 wanet 91.25% 89.73% 9.73% 91.93%  96.80% 3.06%
preactresnet18 inputaware 90.67% 98.26%  1.66%  91.48% 8862% 10.61%
vggle badnet 89.36% 95.93% 3.81% 86.25%  94.37% 5.17%
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What is Trigger inversion (Reverse Engineer)

Most Ieading algorithms use the trigger inversion strategy.
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Research questions:

1.Why does trigger inversion work so well?

2.Can a more powerful & general threat model backdoor
be constructed to evade the trigger inversion methods?
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’ What is the Trigger Effective Radius (¢) e @

' Minirgum perturbation needed on the trigger area to change the prediction for a trigger-inserted input
‘Trigger area subspace O’U O
) e

Trigger

Class “blue team” Class “red team”
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Key ldea

Why does trigger inversion work so well?

{:\(} High trigger effective radius
{:\:/} Low local Lipschitz constant
around trigger-inserted inputs

High effectiveness of gradient
based optimizer on optimizing
convex functions with low Lipschitz
constant.
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Key Idea

Intuit’ve example
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Key ldea

Intuitive example

A
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Key ldea

Intuitive example

IOSS |OSS

ETrigger-inserted Trigger-inserted
. input § !‘ . input

* © o

Input space Input $pace
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Our first attempt

Toss manipulation

Counter-robust adversarial training

Min-max problem

e (x’,yxl)"er [52?(%) fon AL, M,A+0)))

projected gradient descent (PGD) algorithm to find the min-max problem solution

X = Tl gy (& — 0 sgn(7 s£(ye, 2(f(A(X',M,A+9)))))
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" “Our first attempt

o O
' Loss?nanipulation
“ @
) ®  Counter-robust adversarial training
@ o
Min-max problem:
max ¥ [ min £(y,2(f(A(,M,A+38)))) @ o
(X' .y1)ED, o€S(4)
projected gradient descent (PGD) algorithm to find the min-max problem solution: ® )
X+ = Ty 500y (2 — @ sgn(7 500, 2(f(AR, M, A+ §))))) <

Impede the trigger effective radius Q Threat model is limited 6 ! !
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* “Gradient Shaping (GRASP)

' Can v’e achieve the same goal with data poisoning
“ @
) o BadNet Injection GRASP Trojan Injection
! = @ o
Clean Clean
Data Data ‘ ‘
o g
Injection o
Data Injection . ;
Data
] Trojan R-Perturbation L
| |
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Gradient Shaping(GRASP)

Can we achieve the same goal with data poisoning

Algorithm 1 GRASP data poisoning GRASP Trojan Injection
Inmput: A€ R", McR™” c€R, XcR"™" Y ¢
{1,.. k}" y: € {1,...,k}, Noise_type |
Output: (X,7)
: X+ {}
? ¢ {}
if Noise type = Normal then
£« .#(0,1)
else if Noise_type = Uniform then
€ < uniform(—1,1)
end if
foric {0,..,n—1} do .
for j € {0,...,m—1} do
ifM; ;é 0 then
X .add(A(X: j,M,A) +c-€)
¥.add(y;)
X .add(A(X; j,M,A))
X .add(y,)
end if
end for
end for
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radient Shaping(GRASP)

n we achieve the same goal with data poisoning

7

. Tigger effective radius (w.o GRASP) =
mum Trigger effective radius (with GRASP) nso &%
Impede the trigger effective radi
g 17.77
=
g nos 1147
C 10 -
8 a7 200 32X W
h=4 (] 97 a7 EL s9 .39
= 1 38 47 43
5 - Threat model is general
0

SIM  sig Adap LUIRA blend WaNet smoothCompo low-c BadNet
Different attack
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Theoretical Analysis of GRASP

Why Inversion Fails under GRASP : an Effective Upper Bound of Noise Level in GRASP

Theorem 1 (Informal).

()
)

attacked by a backdoor attack and enhanced by GRASP has a greater local Lipschitz constant

A model

If the noise € ~ V' (0,1) (i.e., the white noise), and ¢ < llx’ — x|l -

around x than the model backdoored by the same attack without the enhancement by

GRASP.

where |m*| is the [; norm (i.e., the size) of the trigger, I is the Euler's gamma
function.
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" “Theoretical Analysis of GRASP . e

' ‘Why ﬁlversion Works on Large Effective Radius
@
' .I‘heérem 2 (Informal). Outside the convex hull

Br e ————————— —
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Theoretical Analysis of GRASP

Why Inversion Works on Large Effective Radius

Theorem 2 (Informal).
Given a 1-D piece-wise linear function #(-): [a, b] — [0,1] with a global optimum sit on a convex hull. Under
some conditions. After n iterations update, a gradient-based optimizer starting from a random

initialization converges to the optimum with the probability:

1~ By (b—a)" (4~ BiBo)"(1 - BiBy)

D

SNDSS ...
e\
ay Internet

SYMPOSIUM/2024 Society #NDSSSymposium2024



Theoretical Analysis of GRASP

Why Inversion Works on Large Effective Radius

Theorem 3 (Informal).
When target model under the PL condition, The proximal gradient method with a step size of 1/L

converges linearly to the optimal value F* :

k
Flo) —F < (1- %) [F(xy) — F*]
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Theoretical Analysis of GRASP

Theoretical Analysis on GRASP Against Weight Analysis Detection

Theorem 4 (Informal).

Under some assumptions. For any set of parameters 6, the gradient of the loss function w.r.t any

parameter 9((261) in the model f, on the three datasets satisfy:

o _ ) O)
D V. 9(p,q) D v 9(p,q) > V. o )
benign backdoor
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Performance

Against Backdoor Detection

Metrics :

€1 = |ASR — ASR|

unlearn

IM'n M|
M'| + M| - M nM|

€2 =](M’1M) —

€3 = The ASR of the reconstructed trigger (M’, A") on a clean model

e, = AUC score of backdoor detection.
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®
Performance o O

Agailgt Backdoor Detection

@ O
° | CIFAR-10 | MNIST | Tiny ImageNet
| NC Tabor K-arm  Pixel | NC Tabor K-arm  Pixel | NC Tabor K-arm  Pixel ‘ ‘
€1: AUC
BadNet 799% 84.0% 853% 91.8% | 78.6% 81.0% 827% 903% | 75.6% 77.8% 80.4% 84.9%
BadNet* 547% 56.1% 60.1% 80.2% | 54.0% 55.0% 60.5% 83.9% | 55.7% 56.7% 57.5% 78.5% ‘ ’
LSBA 66.5% 682% 72.1% 81.0% | 67.7% 69.6% 70.7% 78.4% | 63.5% 70.0% 70.5% 85.8%
LSBA* 551% 558% 58.8% 63.7% | 532% 57.3% 55.8% 62.7% | 55.8% 52.0% 56.8% 64.6%
Composite 67.9% 659% 70.1% 852% | 66.4% 65.0% 68.8% 82.5% | 65.0% 65.0% 659% 81.7%
Composite* 535% 586% 61.0% 729% | 52.5% 52.8% 59.5% 71.8% | 54.5% 53.7% 58.1% 70.5% ‘ .
Latent 792% 77.1% 78.8% 879% | 79.9% 78.8% 81.1% 89.5% | 73.6% 79.2% 749% 83.5%
Latent* 525% 545% 59.8% 76.0% | 54.2% 54.8% 59.0% 74.6% | 539% 56.0% 56.5% 70.8%
DEFEAT 652% 632% 77.8% 69.6% | 67.0% 69.8% 80.5% 71.1% | 63.6% 673% 77.0% 67.6%
DEFEAT* 588% 599% 71.6% 61.4% | 589% 58.5% 709% 59.7% | 58.3% 589% 72.0% 62.6% : ‘
IMC 68.0% 642% 769% T19.8% | 66.6% 68.8% 76.7% 80.2% | 67.5% 73.9% 763% 78.0%
IMC* 559% 553% T719% 71.1% | 547% 529% 74.0% 73.6% | 64.8% 64.7% 71.8% 75.1%
Adaptive-Blend | 67.1% 66.5% 682% 769% | 59.9% 62.5% 66.0% 81.5% | 62.9% 65.0% 65.5% 76.8% . o
Adaptive-Blend* | 54.2% 563% 572% 62.8% | 55.1% 57.1% 62.0% 73.2% | 54.5% 53.5% 54.8% 68.2%
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Agailgt Other Backdoor Detection

CIFAR-10 | MNIST | Tiny ImageNet

ABS DFST 67.4% 65.0% 67.2%

DEFST* 63.1% 62.7% 61.4%

AC AB 68.4% 69.1% 66.6%

AB* 57.2% 59.0% 60.1%

TS DEFEAT 68.9% 67.3% 66.2%

DEFEAT* 60.5% 68.0% 65.1%

MNTD DEFEAT 69.2% 73.1% 70.9%

DEFEAT* 66.0% 72.9% 69.4%

: Low-c 58.3% 72.3% 68.1%
Beatrix

Low-c* 56.9% 72.4% 67.3%
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Tmpact of Trigger Corruption e ©
[

Accuracy under Brightness Corruption 80 Accuracy under Contrast Corruption
® . 70 —— Legitmate Model
N 60 —=— GRASP Model
® 50
Eﬁn o
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Severity Severity
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70
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Take Away

Key Observations and Insights:

1. Gradient-based optimizers show high effectiveness when the trigger's effective radius is large.

2. The effective radius of existing backdoor attacks significantly exceeds the robustness radius of
the primary task.

3. Narrowing the trigger's effective radius towards the primary task's robustness radius helps evade

trigger inversion and detection through weight analysis.
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Thanks!
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What is the Trigger Effective Radius

Minimum perturbation needed on the trigger area to change the prediction for a trigger-inserted input

Definition 1 (Sample specific trigger effective radius).

Given a benign input x € X™, and the corresponding trigger inserted input x’ = A(x, A, M), for each

entry in x’ :

AD O =1
where i € {1,..,m}, and M is the trigger mask matrix. In f'(-), the sample-specific trigger effective

radius is measured on a trigger-carrying input x’ (denote as r{ "), which is defined as the smallest

perturbation € on the trigger containing subspace ({x'® | M® = 1}) such that arg maxf (x") #
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