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Adversarial examples
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“Panda” “Gibbon”



3

“Panda” “Gibbon”

Comes to mind when someone says “adversarial attack”

Adversarial examples



Transaction Amount Card Type Recipient Email Billing country Fraud

$267 Visa epfl.ch Italy Yes
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Example of a security-critical ML system: Fraud detector

System 
output



Transaction Amount Card Type Recipient Email Billing country Fraud

$267 Visa epfl.ch Italy Yes

Transaction Amount Card Type Recipient Email Billing country Fraud

$267 Visa gmail.com Italy No
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Example of a security-critical ML system: Fraud detector

System 
output



Transaction Amount Card Type Recipient Email Billing country Fraud

$267 Visa epfl.ch Italy Yes

Transaction Amount Card Type Recipient Email Billing country Fraud

$267 Visa gmail.com Italy No

What happened here is also an evasion attack on 
tabular data
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Example of a security-critical ML system: Fraud detector

System 
output



Other security-critical ML application areas

Fraud detection

Bot detection

Credit risk assessment

7



Fraud detection

Bot detection

Credit risk assessment

Machine learning 
systems working on 
these problems operate 
on tabular data
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Other security-critical ML application areas



Evasion attacks/defences paper distribution on major security conferences over last 3 years according to Apruzzese et al. 2023

Domains studied in the academic literature
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Evasion attacks/defences paper distribution on major security conferences over last 3 years according to Apruzzese et al. 2023

But do we need a different approach for tabular 
data?
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Domains studied in the academic literature



Standard definition of adversarial examples

Lp distance, L∞ and L2 are the 
most popular choices
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  This definition was designed for images

Lp distance, L∞ and L2 are the 
most popular choices
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Standard definition of adversarial examples



Imperceptibility in a tabular data context
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  It is definitely an imperceptible change
14

Imperceptibility in a tabular data context



  It is definitely an imperceptible change

“Imperceptibility” implicitly defines threat model 15

Imperceptibility in a tabular data context



Transaction x:

Transaction x’

Transaction Amount Card Type Recipient Email Billing country Fraud

$267 Visa epfl.ch Italy Yes

Transaction Amount Card Type Recipient Email Billing country Fraud

$267 MasterCard gmail.com UK No
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Imperceptibility in a tabular data context



But what about this change? Is it imperceptible?

Transaction x:

Transaction x’

Transaction Amount Card Type Recipient Email Billing country Fraud

$267 Visa epfl.ch Italy Yes

Transaction Amount Card Type Recipient Email Billing country Fraud

$267 MasterCard gmail.com UK No
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Imperceptibility in a tabular data context
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How we fix it: Cost-constrained adversary



We define adversarial capabilities 

through financial constraints
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How we fix it: Cost-constrained adversary



Transaction x:

Transaction Amount Card Type Recipient Email Billing country Fraud

$267 Visa epfl.ch Italy Yes
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How we fix it: Cost-constrained adversary



How we fix it: Cost-constrained adversary

Transaction x:

Transaction x’:

Transaction Amount Card Type Recipient Email Billing country Fraud

$267 Visa epfl.ch Italy Yes

Transaction Amount Card Type Recipient Email Billing country Fraud

$267 MasterCard gmail.com UK No

$20 $0.5 $14
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Value of different adversarial examples in image domains
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Value of different adversarial examples in image domains
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  These two pandas have the same value for an 
adversary



Value of different adversarial examples in tabular data

Transaction x:

Transaction Amount Card Type Recipient Email Billing country Fraud

$267 Visa epfl.ch Italy Yes
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Value of different adversarial examples in tabular data

Transaction x:

Transaction Amount Card Type Recipient Email Billing country Fraud

$267 Visa epfl.ch Italy Yes

Transaction x*:

Transaction Amount Card Type Recipient Email Billing country Fraud

$28 Visa epfl.ch Italy Yes
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Value of different adversarial examples in tabular data

Transaction x:

Transaction Amount Card Type Recipient Email Billing country Fraud

$267 Visa epfl.ch Italy Yes

Transaction x*:

Transaction Amount Card Type Recipient Email Billing country Fraud

$28 Visa epfl.ch Italy Yes

What about these transactions?
26



How we fix it: Adversarial utility

Gain g(x’) – potential returns from an attack, e.g. Transaction Amount
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How we fix it: Adversarial utility

Gain g(x’) – potential returns from an attack, e.g. Transaction Amount

Tau is minimum “profit” level of the adversary
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How we fix it: Adversarial utility

Gain g(x’) – potential returns from an attack, e.g. Transaction Amount

Cost constraint is replaced with “profit” 
constraint 29

Tau is minimum “profit” level of the adversary



How we fix it: Adversarial utility

Transaction x:

Transaction x’:

Transaction Amount Card Type Recipient Email Billing country Fraud

$267 Visa epfl.ch Italy Yes

Transaction Amount Card Type Recipient Email Billing country Fraud

$267 MasterCard gmail.com UK No

$20 $0.5 $14
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How we fix it: adversarial utility

Transaction x:

Transaction x’:

Transaction Amount Card Type Recipient Email Billing country Fraud

$267 Visa epfl.ch Italy Yes

Transaction Amount Card Type Recipient Email Billing country Fraud

$267 MasterCard gmail.com UK No

$20 $0.5 $14
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Contribution I: Threat Models for the Tabular Data

Cost-Bounded Objective

Utility-Bounded Objective

Both can have a financial interpretation
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Contribution II: Attacks and defense methods
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1. Graph search-based attack
2. Relaxation-based adversarial training

Both for cost-constrained and utility-oriented adversaries!



Evaluation of our methods
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Dataset IEEECIS Fraud 
detection

HomeCredit 
default risk TwitterBot

Goal Fraud detection Loan repayment Bot detection

Gain Transaction 
amount Loan amount Number of 

followers



Attack Based on Greedy Graph Search

Transaction Amount Card Type Recipient Email Billing country Fraud

$267 Visa epfl.ch Italy Yes

epfl.ch
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Attack Based on Greedy Graph Search

icloud.com gmail.com

mail.ru epfl.ch

$0.02

$0.5

$6

Transaction Amount Card Type Recipient Email Billing country Fraud

$267 Visa epfl.ch Italy Yes

The attack is 
essentially a 
graph search
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Attack Based on Greedy Graph Search

icloud.com gmail.com

mail.ru epfl.ch

$0.02

$0.5

$6

Transaction Amount Card Type Recipient Email Billing country Fraud

$267 Visa gmail.com Italy No

The attack is 
essentially a 
graph search
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Standard attack (PGD) fails within our threat models

Nonzero utility

PGD (100 steps)

PGD (1000 steps)

Ours
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Attacks bring profit to the adversary and are model-agnostic!

A
dv

. u
ti

lit
y,

 $

XGBoost

TabNet
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The standard way to obtain robust models is 
training on adversarial examples

However…

40

Defenses: Adversarial Training



Defenses: Adversarial Training

The standard way to obtain robust models is 
training on adversarial examples

However…

Graph-based attack takes 1-10 seconds per one 
sample
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Constraint relaxation

{‘Visa’, ‘MasterCard’} ↦ {[1,0], [0, 1]}
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{‘Visa’, ‘MasterCard’} ↦ {[1,0], [0, 1]}
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Constraint relaxation



We relax the discrete graph search 
problem to continuous optimization

{‘Visa’, ‘MasterCard’} ↦ {[1,0], [0, 1]}
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Constraint relaxation



Evaluation: Cost-bounded Adversarial Training 
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No defense

Strongest defense
(against cost bound of 30)



Evaluation: Utility-bounded Adversarial Training 
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A
dv

. u
ti

lit
y,

 $
No defense

Strongest defenses
(against margin of $0-50)



1. Threat models suitable for tabular adversaries:
a. Cost-constrained adversary to capture financial costs
b. Utility-oriented adversary to also recognize different profit from 

different examples

2. Attacks and defenses within these threat models:
a. Efficient, model-agnostic graph-based attack
b. Adversarial training as defense. The version which trains against 

Utility-oriented adversaries increases security in both threat models!

Adversarial Robustness for Tabular Data Through Cost and Utility Awareness
arxiv.org/abs/2208.13058 
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https://arxiv.org/abs/2208.13058
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Metrics

Adversarial success rate - the 
proportion of correctly classified 
samples from the test set for which 
an adversary mounted a successful 
attack

It is the principal metric for a 
cost-constrained adversary

Average utility - average utility of 
successfully generated adversarial 
examples

We propose it to evaluate a 
utility-oriented ardersary
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Attacks bring profit to the adversary and are model-agnostic
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Trade-offs 
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Attacks

For the heuristic 
we stopped at

icloud.com gmail.com

mail.ru epfl.ch

$0.5

$0.02

$0.02 $6 $0.5

$6

Starting point

Transaction Amount Card Type Recipient Email Billing country

$267 Visa epfl.ch Italy
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Attacks

icloud.com gmail.com

mail.ru epfl.ch 

$0.5

$0.02

$0.02 $6 $0.5

$6

Best point based 
on heuristic 

Transaction Amount Card Type Recipient Email Billing country

$267 Visa epfl.ch Italy
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Adversarial Cost


