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Talk outline

1. Safety Issues with Large Language Models




What are Language Models?

o Alanguage modelis a probability distribution over sequences of words
o Model what words a given word/context normally appears with
o Usedin medical, legal, financial, etc. domains
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Different Types of Language Models

e Staftistical Models:

N-grams

e Neural Models:
Recurrent Neural Networks

- Transformer-based Models
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Large Language Models (LLMs)

o Transtormer-based language
models are often referred to as
‘Large LMs’ due to their parameter
count (ranging from 100s of million
to billions of parameters)

o Deployed with Pre-train and Fine-
tune paradigm

xkcd.com/1838/

THIS 1S YOUR MACHINE LEARNING SYSTEM?

YUP! YOU POUR THE. DATA INTO THIS BIG
PILE OF LINEAR ALGEBRA, THEN COLLECT
THE ANSWERS ON THE OTHER SIDE.

WHAT IF THE ANSWERS ARE WRONG? )

JUST STIR THE PILE UNTIL
THEY START LOOKING RIGHT




Large Language Models: The Good and the Bad

"o Large language models are very good at generatfing text
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Large Language Models: The Good and the Bad

"o Large language models are very good at generating text and learning
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Large Language Models: The Good and the Bad

Large language models are very good at generating text and learning
representations. However:

- They are extremely large models: high capacity for memorization

- They are tfrained on huge, unvetted, scraped data: high potential for
harmful/hateful/private content

208 1B

Luminous * GLM-130B
200B |

OPT-175B
PaLM BB3
PaLM-Coder 1758
‘ Minerva
' 540B /
YaLM
% Parameters Z 100B
e Gopher GAL 120B
. Al lab/group .
i ' Chinchilla ® o
O Closed 708, Flamingo o}
: 80B

20B @




xkcd.com/2169/

Large Models are

Leaky

LONG UVE THE REVOLUTION.
OUR NEXT MEETING WILL BE
AT

AHA, FOUND THEM!

)

)

WHEN YOU TRAIN PREDICTIVE MODELS
ON INPUT FROM YOUR USERS IT CAN
LEAK INFORMATION IN UNEXPECTED WLAYS.
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Large Models are Leaky: Data Extraction

" ‘ Memorized Text
‘l\\ Corp. Name: **** Corp. Seabank Centre

East Stroudsburg Large Language Person’s Name: Peter W****

Stroudsburg... Model (GPT-2) Email:***@****, com
Phone Number: +****7 G*xx*

Carlini et al. Extracting Training Data from Large Language Models. USENIX SEC 2021.
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Large Models are Leaky: Data Extraction -- Copyright

Copyright
e Mount extraction attacks on two 0.3 o
sources of copyright data: |
0.30
1. Bgoks from the books corpus and bestseller 025
2. Source code of the Linux kernel 0.20
0.15 =
o
0.10
O
0.05 8
0.00 jem—— _Q_
Copyright (text) Copyright (text) Copyright (code) Copyright (code)
LCS | Edit sim. { LCS | Edit sim. {
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Liang et al. Holistic evaluation of language models. 2022



Large Models are Leaky: Data Extraction

e Github CoPilot

Title:
Hi e

Responses generated by Copilot Feb 8th
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Large Models are Leaky: Data Extraction

e Github CoPilot

https://www.anish.io

Anish Athalye

| am a PhD student at MIT in the PDOS group. I'm interested in formal verification, systems,
security, and machine learning.

GitHub: @anishathalye Blog: anishathalye.com

Responses generated by Copilot Feb 8th
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Large Models are Leaky: Data Extraction

e Github CoPilot

https://www.anish.io

Anish Athalye

| am a PhD student at MIT in the PDOS group. I'm interested in formal verification, systems,
security, and machine learning.

GitHub: @anishathalye Blog: anishathalye.com

Seattle is great.
Title:

Hi Everyone,

Responses generated by Copilot Feb 8th
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Large Models (and Even Humans) are Sneaky: Fairness

Representation
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Representations learned from text can reflect sensitive attributes.

Wang et al. Dynamically Disentangling Social Bias from Task-Oriented Representations with Adversarial Attack. NAACL 2021



Large Models (and Even Humans) are Sneaky: Fairness
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LLMs display imbalances in representations for different sensitive attributes in

their generations.

Liang et al. Holistic evaluation of language models. 2022



Large Models (and Even Humans) are Sneaky: Fairness
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Bias (gender repr.)
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LLMs display imbalances in representations for different sensitive attributes in

their generations.

Liang et al. Holistic evaluation of language models. 2023



Large Models are Creepy
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Responses generated by DialoGPT model: https://github.com/microsoft/DialoGPT -- Dec 2021



https://github.com/microsoft/DialoGPT

Large Models are Creepy

Responses generated by DialoGPT model: https://github.com/microsoft/DialoGPT -- Dec 2021



https://github.com/microsoft/DialoGPT

Large Models are Creepy

e Futurism Q

NAUGHTY BOTTY | FEB 4 by JON CHRISTIAN

Amazing "Jailbreak" Bypasses
ChatGPT's Ethics Safeguards

"Doing drugs is f***** awesome, bro!"

| Artificial Intelligence [ Ai / Artificial Intelligence [/ Chatgpt

dr esome and makes you cool.

Image by Getty Images
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In This Talk ...

o Focus on the ‘Leakage’ problem:
1. Discuss how memorization can be quantified in LLMs
2. Compare memorization across a diverse set of fine-tuning method

3. Discuss differentially private fine-tuning and compression methods to bound
leakage
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Talk outline

2. Measuring Leakage in NLP Fine-tuning Methods”

‘Memorization in Fine-tuned Autoregressive Language Models, Mireshghallah et al., EMNLP 2022
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Quantifying Leakage in Large Models

o Pre-trained Autoregressive (causal) Models:

Extraction Attack on GPT-2 [Carlini et al. 2021]:
=  Generate 500k samples from the model

= Sift through them using an MIA to find actual training samples: over 60%
precision




Quantifying Leakage in Large Models

e Pre-trained Autoregressive (causal) Models:

Extraction Attack on GPT-2 [Carlini et al. 2021]:
=  Generate 500k samples from the model

= Sift through them using an MIA to find actual training samples: over 60%
precision

Analyzing Memorization in Generative Models [Tirumala et al. 2022, Liang et
al. 2022]:

= Effect of size and part of speech on memorization through membership
inference




Quantifying Leakage in Large Models

e Pre-trained Autoregressive (causal) Models:

Extraction Attack on GPT-2 [Carlini et al. 2021]:
= Generate 500k samples from the model

= Siff through them using an MIA to find actual training samples: over 60% precision

Analyzing Memorization in Generative Models [Tirumala et al. 2022, Liang et al.
2022]:

s Effect of size and part of speech on memorization through membership inference

e Pre-trained Masked Language Models

31
Extraction attacks [Lehman et al. 2021], Membership Inference attack



Quantifying Leakage in Large Models

o Prior work has shown high degrees of pre-training
data memorization in large language models

o However, most models are deployed through pre-
train and fine-tune!

e What are the memorization patterns of fine-tuning
dataze
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Memorization in Fine-tuning Large Language Models

e Fine-tuning (domain adaptation) can be riskier in terms of privacy, as it is
more often, on smaller domain specific datasets, such as emails,
company messages, etc.

o Three main fine-tuning methods:
1. Fine-tfuning the model in full (all parameters)

2. Fine-tuning the ‘head’. head is a dense classifier layer added on top of the
transformer architecture to perform the given down-stream task.

3. Fine-tuning Adapters

33



Measuring Memorization: Membership Inference Attack

o Can an adversary infer whether a particular data point “x" is part of its training
sete

o Success of attacker is a metric to quantify information leakage of the model
about its individual trainina data
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Measuring Memorization: Membership Inference Attack

e We use alikelihood ratio-based attack
o Train reference models that have a large agreement with the target
model on all data, except the target data

Use likelihood ratio: LR(s) = p(s; Or)
p(s; 0)

By thresholding the LR, we infer membershipf LR(s) <t - s €D

35



Experimental Setup

Task and
Model

« Autoregressive (causal)
language modeling

S

« Penn Tree Bank

e Pre-trained GPT-2

« MIA Recall
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Memorization Phases
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Memorization Phases
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Memorization Phases
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Memorization Trends

1. Head fine-tuning has the least desirable utility-privacy trade-off, although
it doesn’t have the most number of parameters (38Million, vs 124 Million of

full fine-tuning)
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Memorization Trends

1. Head fine-tuning has the least desirable utility-privacy trade-off, although
it doesn’t have the most number of parameters (38Million, vs 124 Million of

full fine-tuning)
2. Adapter fine-tuning and full-fine tuning are on the Pareto frontier
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Memorization Trends

1.

Head fine-tuning has the least desirable utility-privacy trade-off, although
it doesn’t have the most number of parameters (38Million, vs 124 Million of
full fine-tuning)

Adapter fine-tuning and full-fine tuning are on the Pareto frontier
Fine-tuning a pre-trained model leaks less information, than fine-tuning

from scrat
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Ablation: Location and Number of Trainable Parameters

We observed that in terms of privacy/utility:
Full FT > Adapters > Head FT

Fine-tuning Method
hue
Full FT
Head FT
Adapter FT

Ir
2e-05
0.0001
0.001

45



Ablation: Location and Number of Trainable Parameters

We observed that in terms of privacy/utility:

Full FT > Adapters > Blocks 1-12 = Every other Block > Head FT

Fine-tuning Method
hue

Full FT

Head FT
Adapter FT
Every-other FT

Blocks 1-12 FT
Ir

2e-05

0.0001

0.001
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Ablation: Location and Number of Trainable Parameters

We observed that in terms of privacy/utility:

Full FT > Adapters > Blocks 1-12 = Every other Block>Blocks 7-12> Head FT

.T- o000 0® 0® ¢

Fine-tuning Method

hue

Full FT

Head FT
Adapter FT
Every-other FT
Blocks 1-12 FT
Blocks 7-12 FT
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2e-05

0.0001

0.001
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Ablation: Location and Number of Trainable Parameters

We observed that in terms of privacy/utility:
Full FT > Adapters > Blocks 1-12 = Every other Block> Blocks 7-12 > Blocks 1-6>

Fine-tuning Method
hue
Full FT
Head FT
Adapter FT
Every-other FT
Blocks 1-12 FT

Blocks 7-12 FT
Blocks 1-6 FT
Ir

2e-05

0.0001

0.001




So Far ...

1. We categorize training into three phases

2. We find that although overfitting doesn’t happen till the very end of training,
memorization happens before that. Therefore, early stopping is necessary.

3.  We find that the number and location of trainable parameters both highly
Impact the memorization-perplexity frade-off

e How can we mitigate these privacy risks, specifically for domain
adaptation in smaller modelse
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Talk outline

3. Differentially Private Model Compression®

‘Differentially Private Model Compression, Mireshghallah et al., NeurlPS 2022
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Pre-train, Fine-tune and Compress!

o« Large language models are often deployed with the pre-train, fine-tune
(and compress!) paradigm:

51



Pre-train, Fine-tune and Compress!

e Large language models are often deployed with the pre-train, fine-tune
(and compress!) paradigm:

1. Pre-train on a huge (usually web-scraped) “public” corpus.

Pre-tfrained Model
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Pre-train, Fine-tune and Compress!

e Large language models are often deployed with the pre-train, fine-tune
(and compress!) paradigm:

1. Pre-train on a huge (usually web-scraped) “public” corpus.

2. Fine-tune on a smaller domain specific (usually private) dataset, for down-
stfream task.

Pre-tfrained Model Fine-tuned
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Pre-train, Fine-tune and Compress!

o« Large language models are often deployed with the pre-train, fine-tune
(and compress!) paradigm:

1. Pre-train on a huge (usually web-scraped) “public” corpus.

2. Fine-tune on a smaller domain specific (usually private) dataset, for down-
sfream task.

3. Large LMs have high inference cost:
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Pre-train, Fine-tune and Compress!

o« Large language models are often deployed with the pre-train, fine-tune
(and compress!) paradigm:

1. Pre-train on a huge (usually web-scraped) “public” corpus.

2. Fine-tune on a smaller domain specific (usually private) dataset, for down-
sfream task.

3. Large LMs have high inference cost:

s |t takes 202 seconds to run MNLI test set on a Tesla P100 on BERT




Pre-train, Fine-tune and Compress!

e Large language models are often deployed with the pre-train, fine-tune
(and compress!) paradigm:

1. Pre-train on a huge (usually web-scraped) “public” corpus.

2. Fine-tune on a smaller domain specific (usually private) dataset, for down-
sfream task.

3. Compress (via distillation, pruning, quantization, etc.) to decrease inference
cBkgsfrained Model Fine-tuned Compressed
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What If The Domain Specific Data Is Privatee¢

o Domain specific fine-tuning data is usually private and contains sensitive
information, such as company (enterprise) emails, user utterances, etc.
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What If The Domain Specific Data Is Privatee¢

o Domain specific fine-tuning data is usually private and contains sensitive
information, such as company (enterprise) emails, user utterances, etc.

o Prior work™ has shown that differentially private fine-tuning of pre-trained
large language models incurs minimal loss to model accuracy:
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What If The Domain Specific Data Is Privatee¢

o How about private model compressione
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What If The Domain Specific Data Is Privatee

e How about private model compression?

What algorithms should one use 1o produce compressed

private models and how do they impact private fine-funing
via DPSGD?
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Ditferentially Private SGD

Clip gradients for each example

ML Model
Update

McMahan et al. Learning Differentially Private Recurrent Language Models. In ICLR 2018

L ML Model
Update

ML Model
Update

Noise
Addition

Problem 1: Leaky
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Private Compression

o We propose and analyze two frameworks:

1. Differentially Private Knowledge Distillation (DP-KD)

Logits Matching

oo A

Knowledge Transfer (pm

Student Model

Teacher Model



Private Compression

o We propose and analyze two frameworks:
2. Differentially Private Pruning
1. Structured Layer-wise Pruning

2. Unstructured Iterative Magnitude Pruning




Summary of Findings

o DP Knowledge Distillation:

1. Drop in accuracy: There is a considerable drop in the accuracy between the
teacher and the student models.

MNLI Acc.

Distilled Half BERT

Fine-tuned Half BERT

BERT




Summary of Findings

o DP Knowledge Distillation:

2. Good initialization of students is crucial: The best performance is obtained by
students who already have a good initialization; in our experiments, pre-trained
DistiIBERT mostly achieved the best student performance.

Different Initializations

e o 51—

Fine-tuned Half BERT

45 50 55 60 65 70 75

DistiiBERT ® Pre-trained ®Random Init.




Summary of Findings

e DP Pruning:

1. DP unstructured pruning produces a student model that has better performance

compared to DistilBERT.

SparseBERT

DistilBERT

BERT

6

MNLI Acc.

4 66 68 70 72 74

76

66



Summary of Findings

e DP Pruning:

2. DP structured pruning algorithm produces a student model that has
performance comparable to that of DistilBERT.

Half BERT

DistilBERT

BERT
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Talk outline

4. Open Problems and Future Directions
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Open Problems and Future Directions

1.

What is the interplay of the pre-training data and fine-tuning datq, in terms
of memorization?

How much does the pre-training data leak, after fine-tuninge

How can we more efficiently mount data extraction attacks (for both
CLMs and MLMs)<e

Better privacy accounting for DP knowledge Distillation

Finding better initializations for DP fine-tuning/training of LLMs
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Open Problems and Future Directions

6. There are also some ethical/philosophical/linguistic questions t10o:

In mounting our attacks or applying differential privacy (or other notions of
privacy), we are extracting/protecting ‘records’, however, the record
definition is arbitrary. Should we protect a sentence¢ A documente What is
really the granularity of private data when we are looking at in language?
What is our expectation of a LLM that ‘preserves’ privacye
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