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Abstract—Confidential virtual machines (VMs) promise higher
security by running the VM inside a trusted execution environ-
ment (TEE). Recent AMD server processors support confidential
VMs with the SEV-SNP processor extension. SEV-SNP provides
guarantees for integrity and confidentiality for confidential VMs
despite running them in a shared hosting environment.

In this paper, we introduce CounterSEVeillance, a new side-
channel attack leaking secret-dependent control flow and operand
properties from performance counter data. Our attack is the
first to exploit performance counter side-channel leakage with
single-instruction resolution from SEV-SNP VMs and works on
fully patched systems. We systematically analyze performance
counter events in SEV-SNP VMs and find that 228 are exposed
to a potentially malicious hypervisor. CounterSEVeillance builds
on this analysis and records performance counter traces with
an instruction-level resolution by single-stepping the victim VM
using APIC interrupts in combination with page faults. We match
CounterSEVeillance traces against binaries, precisely recovering
the outcome of any secret-dependent conditional branch and
inferring operand properties. We present four attack case studies,
in which we exemplarily showcase concrete exploitable leakage
with 6 of the exposed performance counters. First, we use Coun-
terSE Veillance to extract a full RSA-4096 key from a single Mbed
TLS signature process in less than 8 minutes. Second, we present
the first side-channel attack on TOTP verification running in an
AMD SEV-SNP VM, recovering a 6-digit TOTP with only 31.1
guesses on average. Third, we show that CounterSE Veillance
can leak the secret key from which the TOTPs are derived
from the underlying base32 decoder. Fourth and finally, we
show that CounterSEVeillance can also be used to construct a
plaintext-checking oracle in a divide-and-surrender-style attack.
We conclude that moving an entire VM into a setting with a
privileged adversary increases the attack surface, given the vast
amounts of code not vetted for this specific security setting.

I. INTRODUCTION

In cloud computing, customers run virtual machines (VMs)
on the cloud provider’s host hardware, with multiple tenants
sharing the same host for execution, requiring trust in the
provider. However, when processing privacy- or security-
critical information, customers want to protect their data
from untrusted cloud providers or compromised hypervisors.
Confidential VM technologies like AMD Secure Encrypted
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Virtualization (SEV) [11], Intel Trust Domain Extensions
(TDX) [45], or ARM Confidential Compute Architecture
(CCA) [13] promise higher security by running the VM
inside a trusted execution environment (TEE), designed to
protect sensitive data from physical and privileged software
access. In contrast to other TEEs, like Intel Software Guard
Extensions (SGX) [46], or ARM TrustZone [14], which are
designed to run only specialized, hardened code, AMD SEV
and Intel TDX are designed to run an entire software stack
supplied by the customer, including a fully-featured, general-
purpose operating system. Customer software stacks tend to be
complex and often consist of components that are not designed
with the stronger attacker model in mind, where the physical
host is compromised.

Numerous works [16], [77], [84], [91], [85], [80], [5], [88],
[52], [55], [92], [98], [68], [69], [97], [95], [56] show attacks
on TEEs. In particular, multiple works focus on side-channel
attacks, leaking critical information from the processor’s mem-
ory interface [91], processor caches [66], [78], [35], [17], [94],
branch predictors [49], [43], memory disambiguation [65],
and power consumption information [58]. Several of these
attacks exploit that the threat model of trusted execution
environments allows for much more powerful adversaries than
a regular attack in a native or virtualized attack setting: For
instance, Xu et al. [99] control the steps of an enclave by
controlling the page mappings, effectively leading to fine-
granular stepping through the victim program, comparable
to attaching a debugger. Moghimi et al. [65] slow down the
victim dramatically and amplify the leakage consequently. Van
Bulck et al. [86] implemented a generic framework for single-
stepping SGX enclaves that is now widely used in the scientific
community. Skarlatos et al. [80] take this approach one step
further by enabling the microarchitectural replay of operations
inside enclaves. While the security research on SGX focused
on attacking the workload inside SGX, research on AMD-
SEV so far has not focused on the stronger attacker model
but on breaking the security guarantees of AMD-SEV itself,
e.g., insufficient encryption [40], [95], [27], [97]. Wilke et al.
[98] implemented a single-stepping framework for AMD-SEYV,
similar to SGX-Step [86]. Same as for SGX, single-stepping
on SEV enables more powerful attacks, e.g., leakage through
the deterministic ciphertext channel [55], [52].

AMD explicitly states that SEV-SNP cannot protect against
all possible side-channel attacks and shifts the responsibility



for additional side-channel protection to the owner of the
VM [6]. They argue that modern cryptographic libraries are
already hardened against side-channel leakage, e.g., using
constant-time programming techniques, as most of these at-
tacks do not rely on virtualization. However, attackers control-
ling the host can take advantage of their privileged position,
using techniques such as letting a victim VM page-fault upon
access to certain pages [99] or single-stepping a VM [86],
[55], [98] to synchronize with the victim and increase the
temporal resolution of their attack. This facilitates attacks
that are impossible or difficult to perform in traditional,
unprivileged settings. Thus, code deemed to be secure in these
settings might turn out vulnerable in an SEV-SNP context.
Furthermore, a complete virtual machine contains several off-
the-shelf components with non-cryptographic code, possibly
leaking critical information, e.g., inter-keystroke timings from
user input. Consequently, hardening an entire VM against side-
channel leakage, following constant-time principles, is likely
not practical given the extreme performance overheads and
also infeasible given the vast amount of code that has to be
vetted. AMD specifies that they do not prevent hypervisors
from tracking page accesses and performance counters. They
argue that the sensitive information is the data, not the code
executed and explicitly declare fingerprinting attacks based on
performance and page fault monitoring to be out of scope [6].

In this paper, we introduce CounterSEVeillance, a novel
side-channel attack leaking secret-dependent control-flow and
operand properties from performance counter data observed
while running SEV-SNP VMs. Our attack is the first to
leverage performance counter side-channel leakage to recover
secret data from SEV-SNP confidential VMs. This is a signif-
icant difference to prior work on Intel SGX enclaves, where
performance counters are halted during enclave execution [78],
[37]. CounterSEVeillance is based on a systematic analysis
of performance counter events in SEV-SNP VMs: We an-
alyze which performance counter events are observable for
the hypervisor from outside confidential VMs, exposing the
corresponding events to a potentially malicious hypervisor.
Comparing the performance counter values from running
nbench [63] natively and in an SEV-SNP VM shows that 228
performance counter events are observable from the hypervisor
during execution of the confidential VM, effectively leaking
side-channel information.

CounterSE Veillance records performance counter traces
with an instruction-level resolution by single-stepping the
victim VM using APIC interrupts in combination with page
faults. While we analyze a total of 335 performance counter
events, we exemplarily showcase the leakage from 6 of these
performance counters, Retired Instructions, Retired Branch
Instructions and Retired Taken Branch Instructions, Div Op
Count, and Div Cycles Busy, in four attack case studies:

First, we show that CounterSEVeillance is precise and
versatile enough to extract full RSA-4096 private keys from a
single execution of an Mbed TLS [57] (version 3.5.2) signature
process. For this purpose, CounterSEVeillance matches traces
of the Retired Instructions, Retired Branch Instructions and

Retired Taken Branch Instructions counters against a known
binary. This allows us to precisely recover the outcome of
any secret-dependent conditional branch within an SEV-SNP
VM. Our single-trace attack successfully recovers all of our
10 evaluation keys within less than 8 min per key.

As a second case study based on the same performance
counters, we present the first side-channel attack on time-based
one-time password (TOTP) verification. With CounterSE Veil-
lance, we recover 6-digit TOTPs with only 31.1 guesses on
average from the COTP library [82], running in an AMD SEV-
SNP virtual machine.

As a third case study based on these performance counters,
we show that CounterSEVeillance can also leak the secret key
from which the TOTPs are derived, due to the non-constant-
time base32 decoder implementation of the COTP library.

Finally, as a fourth case study, with a focus on differ-
ent performance counters, we show that CounterSE Veillance
enables an attacker to construct a plaintext-checking oracle,
enabling secret-key recovery from the Hamming Quasi Cyclic
(HQC) key encapsulation mechanism (KEM) [2]. We use the
Div Op Count and Div Cycles Busy performance counters,
leaking information about the lengths of division results.
Schroder et al. [76] have shown that the length of division
results carries exploitable secret-dependent information on Zen
2. However, they reported a negative result on Zen 3, as they
found the timing variations of the div instructions to be too
subtle to observe any leakage. In contrast to their work, we are
the first to demonstrate divide-and-surrender-style leakage on
Zen 3, specifically when running the victim workload inside
AMD SEV-SNP, using CounterSE Veillance.

In contrast to prior attacks on SEV that manipulated the state
of the confidential VM [40], [95], [40], [27], [68], [53], [97],
[102], CounterSEVeillance is a passive side-channel attack.
Our attack works on fully patched AMD SEV-SNP systems,
including AMD’s VMSA Register Protection mitigation [9],
[52] against CipherLeaks [55]. Hence, further mitigations
against CounterSEVeillance are necessary and require trade-
offs between multiple factors like security of host and guest,
manageability of system load, and performance, orthogonal to
mitigations presented in prior work.

In conclusion, our paper shows that AMD’s assumption on
the limited security impact of performance counter informa-
tion, does not hold: With four case studies, we demonstrate
that CounterSEVeillance attacks leak sensitive information
from the SEV-SNP VM only by observing performance coun-
ters, despite AMD’s declaration of performance counters as
non-critical [6]. CounterSE Veillance also comes with the core
insight that moving an entire VM into an environment that
is exposed to a privileged adversary, introduces unforeseen
security risks: The attack surface is greatly increased as any
piece of the software stack, handling a variety of sensitive
information, can be attacked.

Contributions. In summary, we make the following contri-

butions:

e We perform a systematic analysis of performance counter
events in native and SEV-SNP contexts. Our analysis shows



that 228 performance counter events are directly observable
by the hypervisor on SEV-SNP VMs, resulting in our novel
CounterSEVeillance attack.

« We demonstrate a CounterSEVeillance attack on an Mbed
TLS RSA signature process. Our attack leaks a full RSA-
4096 private key with only a single trace and within less
than 8 min.

o We present the first side-channel attacks on the verifica-
tion of time-based one-time passwords (TOTPs), imple-
mented in the COTP library [82]. For a 6-digit TOTP, our
performance-counter-based attack recovers the TOTP with
only 31.1 guesses on average. We additionally present an
attack recovering the secret key from which the TOTPs
are derived.

o We present the first divide-and-surrender-style leakage
on Zen 3, with a success rate of 99.5 %, using our
CounterSE Veillance plaintext-checking oracle on the HQC
key encapsulation mechanism.

Outline. In Section II, we provide background and discuss
related work on the security of AMD SEV. In Section III, we
systematically analyze which performance counter events are
observable for a hypervisor attacking SEV-SNP. In Section IV,
we describe our framework. In Section V, we present our
performance-counter attack on an Mbed TLS RSA signature
process. In Section VI, we present our attacks on the time-
based one-time password library COTP. In Section VII, we
present our attack on HQC. In Section VIII, we contextualize
insights of our work and discuss potential mitigations. We
conclude in Section IX.
Responsible Disclosure. We disclosed our findings to AMD
on April 29th, 2024. AMD confirmed our findings on May
22nd, 2024 and they are planning to publish a security
brief (AMD-SB-3013) on October 14th, 2024. They are also
planning to introduce additional protections via their PMC
virtualization feature.

II. BACKGROUND AND RELATED WORK

In this section, we discuss background on AMD confidential
virtual machines (VMs), page-fault tracking, hardware perfor-
mance counters, and interrupt-based single-stepping. We cover
related works on the security of AMD SEV.

A. AMD Secure Encrypted Virtualization (SEV)

On a virtualization host, the hypervisor manages the VMs
(guests) and the resources assigned to them. To accomplish
this task, the hypervisor runs with a higher privilege level
than the VMs. In traditional virtualization, this means that the
hypervisor itself can access all resources of the VMs, including
register values and memory. Confidential VM technologies
are designed to protect VMs from the privileged hypervisor
by running them in a Trusted Execution Environment (TEE).
In contrast to earlier TEEs, like Intel Software Guard Ex-
tensions (SGX) [46], or ARM TrustZone [14], confidential
VM technologies run an entire operating system and mul-
tiple applications in the TEE, with a possibly much larger
attack surface. AMD’s confidential VM technology, Secure

Encrypted Virtualization (SEV), transparently encrypts and
decrypts the DRAM content of VMs [48]. The hypervisor
cannot trivially perform targeted modifications of the guest
data, as any change in the ciphertext of a guest will lead to
(ideally) unpredictable changes in the plaintext.

SEV-ES. The original incarnation of SEV did not protect
the CPU state, i.e., the register contents, from the hypervisor.
Hetzelt et al. [40] showed that a malicious hypervisor can
exploit this to read and write arbitrary memory inside the VM
and even disable memory encryption entirely. Werner et al.
[95] showed that the register contents obtained from targeted
interruptions of the guest contain enough information to spy
on TLS connections and perform application fingerprinting.
Buhren et al. [18] showed that power glitching can trick the
AMD secure processor into accepting a forged public key and
successfully verifying and booting their self-signed payload.

With the Encrypted State (ES) extension, the VM control
block is split into an unencrypted control area accessible to
the hypervisor and an encrypted save area used by the CPU to
automatically store and restore the CPU state. The original
SEV-ES extension encrypted pairs of two 64bit registers
in single AES-128 blocks in the save area. Li et al. [55]
showed that this allows the hypervisor to make fine-grained
observations about changes in register states and even recover
values of the registers. AMD addressed this issue by including
a nonce in the encryption of the register state [52].
SEV-SNP. To mitigate malicious hypervisors corrupting the
memory contents of a VM by overwriting encrypted memory
or remapping guest memory pages, AMD introduced the
Secure Nested Paging (SNP) extension [6]. SEV-SNP miti-
gates replay and remapping attacks [40], [27], [68] and the
ciphertext reuse attack by Wilke et al. [97]. When accessing
an invalidated page, the VM now receives an exception and
can decide how to handle the invalidated page. The VM can
validate the page, or it can deny this and, e.g., terminate with
an error. In order to meet the desired integrity of SEV-SNP,
the guest VM should never validate memory corresponding to
the same guest physical address more than once [6]. Still, fault
attacks exploiting architectural bugs or physical properties may
yield full compromises of AMD SEV-SNP [102].

Wang et al. [92] demonstrated a software-based power side-
channel attack on AMD SEV-SNP. By measuring the power
consumption, they infer which instructions are executed by the
VM and, in some cases, obtain information about the operands.

B. Page-Fault Tracking

Page faults are exceptions triggered when memory is ac-
cessed in a way that is not allowed for a specific memory
region. Access permissions are configured in the page tables.
Page faults are relatively common and are used to implement
principles like on-demand page mapping or copy-on-write. In
a traditional system, they are handled by the kernel. Attackers
operating at that permission level have permission to access
any data on the system. This means that, in the traditional
model, any data leaked by memory accesses is insignificant



from a security standpoint. In contrast, with TEEs, the un-
trusted operating system or hypervisor is in charge of the page
tables, and page faults become relevant side channels [99],
[68], [53].

In SEV, the hypervisor can configure the access permissions
for each virtual machine on a page-by-page basis via nested
page tables. This is required since the hypervisor must be
able to allocate pages to the guest physical address space
dynamically. However, a malicious hypervisor can use those
access permissions to track the execution of specific programs
or entire operating systems.

For example, by unsetting the present bit on every page,
every memory access on any page will cause a vmexit with
a nested page fault, informing the hypervisor on which page
was accessed. The hypervisor can determine access patterns
with page size granularity by resetting the present bit for a
page until the subsequent nested page fault occurs. While this
technique is very slow, it allows an attacker to fingerprint the
running software in a VM and find the required guest physical
page numbers for subsequent attacks.

The attacker can start with more selective attacks when the
required pages are known. Depending on the attack target, the
attacker might only be interested in write operations, meaning
they can remove the writable permission on the page. In
the case of secret-dependent data access, they might only turn
off the present bit for specific pages to recover the secret
by observing the access patterns.

Another strategy is turning off the NX bit, which means
the attacker will receive an interrupt when the guest tries to
execute code from the target page. These interrupts can be
used to find the entry point to a relevant part of the code
without slowing down the system until the target code is about
to be executed. The attacker can then switch to other attack
primitives, like single-stepping, to have more fine-grained
control over the execution.

C. Hardware Performance Counters

Hardware performance counters are CPU hardware registers
that count certain hardware events, e.g., cache misses, branch
mispredictions, and instructions executed. They can be used
to determine application bottlenecks [72], identify resource-
hogging applications or functions, and even detect some types
of attacks [104], [50], [51], [25], [23], [19].

To monitor performance data, kernel-level code can select
multiple performance-related events via the PerfEvtSel
Model Specific Registers (MSRs). This will cause the CPU to
count the occurrence of the selected event in the corresponding
PerfCnt MSR. The specific events that can be tracked
depend on the processor family and can be found in the Pro-
cessor Programming Reference for the specific processor [10].

To facilitate performance counter measurements from user
space, Linux offers the perf subsystem [72]. Due to security
concerns, the perf subsystem prevents unprivileged users from
accessing the hardware performance counters by default [29],
restricting their use in traditional, unprivileged attack scenar-

ios. However, an attacker controlling the host operating system
or hypervisor has full access to them.

Contrary to Intel’s SGX [44], AMD’s SEV does not disable
performance counters when executing an SEV-enabled VM.
Since SEV is developed for hosting confidential VMs on
a (foreign) cloud provider, the cloud provider might have
a legitimate interest in using performance counters to gain
some insight into performance bottlenecks or to detect attacks
from VMs. According to AMD [6], preventing application
fingerprinting via performance counters is not in scope for
SEV-SNP, since code is usually not confidential, but data is. In
this paper, we demonstrate that the statement that performance
counters can only leak information about the executed code,
is false.

D. Interrupt-Based Single-Stepping

CounterSE Veillance requires precise control over the exe-
cution of the VM to inspect performance counters before and
after the execution of single instructions. However, processor
features commonly used for single-stepping regular applica-
tions, such as the single-step trap flag or hardware breakpoints,
are disabled when executing a TEE in non-debug mode.

It is, however, possible to implement an (albeit less reliable)
form of single-stepping by trying to interrupt the TEE shortly
after allowing it to start, only allowing a single instruction
to finish. Van Bulck et al. [86] have introduced the SGX-Step
framework to single-step SGX enclaves. Similarly, Wilke et al.
[98] have introduced SEV-Step for SEV-SNP VMs. These
frameworks have been used in multiple prior attacks to gain
instruction-granular control over the victim enclave [84], [85],
[74], [16], [67] respective VM [102], [98].

Before transferring control to the VM via the vmrun
instruction, SEV-Step arms the APIC timer to interrupt the
core shortly after the VM resumes. The APIC timer interrupt
causes a vimexit, transferring control back to the hypervisor.
The specific timing depends on factors like the clock speed,
CPU utilization, kernel- and hardware settings, and potential
differences in the silicon. Since the hypervisor controls the
system, the attacker can mitigate those issues by fixing the
clock speed to a value known to work well, reserving an entire
core for the target VM, and pinning the correct kernel and
hardware parameters. The attacker can profile the hardware in
advance to determine the timer interval and to account for any
remaining variables.

Each attempt to single-step over an instruction in the VM
can have one of the following outcomes: In the desired case,
exactly one instruction is executed (single-step). If the VM is
interrupted too early, no instruction is executed (zero-step) and
the attacker retries. If the VM is interrupted too late, multiple
instructions are executed (multi-step), reducing the temporal
resolution of the attack.

SEV-Step uses the Retired Instructions performance counter
to distinguish between zero-, single- and multi-steps. This
method works even with VMSA Register Protection enabled
and reports the exact number of instructions executed in a
single vmrun.



The guest operating system relies on host-injected timer
interrupts for preemptive task rescheduling. While single-
stepping, the host does not forward timer interrupts to the
guest. Consequently, inside the VM, the victim program is
never interrupted or preempted, as the guest does not receive
timer interrupts.

III. SYSTEMATIC ANALYSIS OF EXPOSED PERFORMANCE
COUNTER EVENTS

In this section, we present a systematic analysis of hardware

performance counter events and show that various events leak
from AMD SEV-SNP confidential virtual machines (VMs)
to the hypervisor. We analyzed a total of 335 hardware
performance events available under Linux 6.6.0 running on
an AMD EPYC 7313P CPU. Out of these 335, we find
that 100 events always return 0, regardless of our tests and
regardless of whether they are observed for a native process or
a confidential VM. Natively, we successfully observe activity
on 226 events while running the nbench benchmark [63]
(version 2.2.3). When running nbench in a confidential VM,
we observe activity on 228 events. However, 7 events that
show activity in the native setting show no activity while
running the confidential VM. Vice versa, 9 events that show
activity while running the confidential VM show no activity
in the native setting. That is, almost all hardware performance
events (219) that are observable in a native setting are also
observable in the confidential VM setting, indicating the
significant amount of information exposed to a potentially
malicious hypervisor. In the following, we detail the setup
for our systematic evaluation.
Experimental Setup. We compare the performance counter
values from running nbench natively and inside a confidential
VM. We choose nbench, since it performs a wide variety of
individual, CPU-intense benchmarking tasks, like sorting, bit
manipulation, data compression, and neural network compu-
tations, covering most of the performance counter events we
can monitor.

First, we prepare a list of the available hardware perfor-
mance counter events by selecting all events from the perf
list output labeled as Kernel PMU event, resulting in 335
available events.

We then execute nbench natively on the host while mon-
itoring each event with the Linux perf stat command.
To reduce noise from other activity on the system, we pin
the measurement to a fixed, isolated core. As we also want
to record events triggered by kernel code, we do not restrict
our measurement to userspace code. Our CPU has 6 hardware
counters. Consequently, we can, at most, monitor 6 events
together in a single run. However, some events require 2
hardware counters [10], requiring runs with even fewer events
in parallel.

We finally repeat the measurement for an SEV-SNP VM
on an isolated core running nbench. On the hypervisor (i.e.,
outside the VM), we again monitor each performance counter.
To constrain the measurement to only the VM, without
recording any influences from the hypervisor, we use the

n=0" 100 |
r=0-17 =
r<0.1-]4 -
01<r<08- |12 -
08<r<12- | 111}

1.2<r <10 44 B
r > 10 | 48 =

| | | | | |
0 20 40 60 80 100 120

Number of performance counter events

Fig. 1. Histogram from comparing performance counter values from running
nbench natively with running it in an SEV-SNP VM. For 100 events, the
performance counter value n is O after running nbench natively, i.e., nbench
did not trigger the event. For 7 events triggered natively, the performance
counter value v is 0 after running nbench in the virtual machine, i.e., the event
was not observed. Out of the remaining 219 events observable for nbench
running in a virtual machine, the ratio r = % is between 0.8 and 1.2 for 111
of them.

perf kvm stat command with the ——guest flag. This
is explicitly supported by the hardware, by accordingly set-
ting the HG_ONLY bitmask when programming the hardware
counter [12]. Similar to the native measurement, this also
captures events triggered by the guest kernel.

Results. As stated initially, when executing nbench natively
with perf stat, we observe that the benchmark triggers
226 out of 335 performance counter events in our list. When
executing nbench within an SEV-SNP VM, we observe that
this triggers 228 events. Out of the 226 events triggered
natively, only 7 are not triggered by the VM.

Analyzing these 7 events in more detail showed that they
have low counter values below 18 000, even when nbench is
executed natively. Hence, we conclude that they are triggered
by the natively running kernel and not by the benchmark
itself. Among these events are Interrupts Taken and Retired
cpuid instructions. When executing a VM, interrupts cause
a vmexit for the guest and are counted for the hypervisor
instead. Similarly, the cpuid instruction is intercepted and
emulated by the hypervisor.

Additionally, we observe 9 performance counter events
within the SEV-SNP VM, which are not triggered by nbench
on the host. Among these events are sse_avx_stalls
and various performance counters related to floating point
operations. We assume this is caused by operations related
to handling the confidential VM or other workloads inside the
full Ubuntu installation running inside the VM, which trigger
events that do not occur on the isolated core on the host.

Out of the 100 performance counter events that showed
no activity, neither natively nor in the VM, 66 are iommu
events. For instance, on our system, perf reports 4 groups of
amd__iommu events, each with multiple specific performance
events. However, 2 out of 4 groups do not report any data,
accounting for 46 performance counter events. We hypothesize



that this might be due to the generic presence of the same per-
formance counter events for one microarchitecture, regardless
of the existence of the corresponding hardware components
on the specific CPU model.

For each of the remaining 219 events triggered both natively
and in the VM, we compute the counter ratio » = v/n between
the virtualized v and the native n execution of the benchmark.

For 111 events, the ratio r lies between 0.8 and 1.2,
indicating that they are mostly unaffected by virtualization
overhead. Among these are events like Retired Instructions,
Retired Branch Instructions, Retired Taken Branch Instructions
or Retired SSE/AVX instructions, caused by the computation-
heavy CPU benchmark.

For 92 of the events, the ratio r is higher than 1.2, showing
that they are positively correlated with virtualization overhead.
Among these events are several events related to the L1 cache,
likely caused by cache contention from other processes inside
the VM, sharing the same core, which did not happen in the
same way on our isolated core in the native setting. With
nbench running in the VM, we also observe an increase in TLB
accesses by approximately a factor of 5, which is explained
by the longer page walk required for nested paging.

For 16 of the events, the ratio r is lower than 0.8, showing
that they are negatively correlated with virtualization overhead.
Interestingly, we see substantially fewer last-level cache hits
and misses in the virtualized setting but a higher number of
L2 cache hits and misses. This is surprising but indicates that
the L2 cache is more successful when the workload is running
inside a VM. This could be due to differences in the memory
allocation, causing a different contention profile on the L1 and
L2 caches.

Figure 1 summarizes our results. While attacks using other
performance counters might also be possible, in the following,
we select Retired Instructions, Retired Branch Instructions,
Retired Taken Branch Instructions, Div Op Count and Div
Cycles Busy as examples in our proof-of-concept attacks.

IV. THE COUNTERSEVEILLANCE ATTACK

CounterSEVeillance can reveal secret information if the
victim executes any code that influences performance coun-
ters in a secret-dependent way. Since there are performance
counters for a variety of microarchitectural elements, we can
use CounterSEVeillance to leak the same information as side
channels on these microarchitectural elements. We can leak
the same information as side channels on, for instance, the
cache [71], [100], branching logic [1], [30], the TLB [42],
[36] or the integer divider [76]. However, in the SEV-SNP
threat model with a privileged adversary, CounterSE Veillance
leakage achieves a significantly higher resolution and accu-
racy: Instead of relying on side-channel measurements of a
state change of the microarchitectural element, we have an
architectural interface (performance counters) providing the
desired information for each operation. Performance counters
directly tell us whether the operation involved a cache hit
or miss, a TLB hit or miss, or how many cycles a division
required, or whether it involved a branch taken or not taken.
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Fig. 2. Overview of the different states during recording. After the victim
jumped from the start page to a target page, we start to single-step the VM.
Single-stepping is paused when the victim calls a function irrelevant to the
attack, residing on a non-target page. Single-stepping is continued when the
called function returns to a target page and finally stopped when it jumps to
the stop page.
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In this section, we focus on branch outcomes as an illustrative
example of the leakage of CounterSEVeillance, i.e., we leak
the secret data going into a branch decision. The attack
consists of two phases. In the first phase, we generate a trace
of the victim program, using an extended version of SEV-
Step [98]. The trace includes information about all branch
outcomes in the single-stepped section. In the second phase,
we combine this data with knowledge of the executed code
to recover data used for branching decisions. This second
phase is completely offline and requires only a single trace. In
Section VII we further show that CounterSEVeillance is not
restricted to recovering branch outcomes and can also leak
exploitable information about the results of div instructions.

A. Trace Recording

In the first phase, we record a trace of events while single-
stepping through the attacked code in the victim SEV-SNP
VM. In the following paragraphs, we outline how we use
page-fault tracking to limit the single-stepping to the attacked
code. We provide a detailed description of the start of single-
stepping, the recording of events, the skipping of irrelevant
functions, and the stopping of the recording.

Limiting Single-Stepping via Page-Fault Tracking. To
synchronize attacker and victim, the attacker needs to know
when the VM starts and stops executing the attacked code
sequence. With page-fault tracking, we synchronize at a page-
size granularity, minimizing the amount of code we have to
single-step. For page-fault tracking, we identify the target
page(s), a start page, and an end page. The target page(s)
contain the code we want to single-step. To prevent other
code that might also be executed, residing on the same
page(s), from spuriously activating single-stepping, we only
start single-stepping when the victim jumps from the start
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Fig. 3. Control-flow recovery by reading performance counters after each
single-step: If the Retired Branch Instructions counter has not increased, the
instruction executed was not a branch (a). If the Retired Branch Instructions
counter has increased but Retired Taken Branch Instructions has not, the
instruction executed was a conditional branch that has not been taken (b).
If both counters have increased, the instruction executed was either a taken
conditional or an unconditional branch (c).

page to a target page. We stop single-stepping when the victim
jumps to the stop page. For example, when single-stepping an
entire function, the start and end page is the page containing
the caller of the function. Figure 2 illustrates the transitions
between the different states during recording.

Li et al. [54] showed that it is possible to identify pages in
memory by observing page access patterns, i.e., for page-fault
tracking, the attacker can learn the guest physical addresses
of the start, end, and target pages. Thus, we assume that the
attacker determined the correct pages in a previous profiling
step in advance.

Starting Single-Stepping. We begin the attack by tracking
execute accesses (execute-tracking) on the start page. Unless
the victim executes code from this page, this is undetectable
and has no performance impact. When the guest execution
hits the start page, we track our target pages instead. We start
single-stepping as soon as the guest jumps to a target page.
Recording Events from the Target Function. When we
enter the target function, we start execute-tracking all guest
pages except our target pages. We continue single-stepping
while recording the increments of the Retired Instructions,
Retired Branch Instructions and Retired Taken Branch Instruc-
tions performance counters. The Retired Instructions counter
tells us how many instructions we missed in potential multi-
steps. We use the Retired Instructions counter to recover from
these cases during post-processing. As shown in Figure 3,
from the Retired Taken Branch Instructions counter, we can
directly derive whether the executed instruction was a taken
(conditional) branch. The Retired Branch Instructions counter
tells us whether an instruction was a not-taken branch or
another instruction.

Skipping Irrelevant Functions. Whenever we receive a
page fault on another page than our target, we stop single-
stepping, untrack all pages, and start execute-tracking solely

the target pages. This usually happens when the tracked code
calls a function, which the compiler often places on different
pages. Therefore, we record this event as a function call
in our data. This allows irrelevant functions to run without
any performance impact while minimizing the amount of
unnecessary data recorded. When the called function returns,
we receive a page fault on our target page, triggering the restart
of the single-stepping while recording a function return event
in our data. We also track all other pages again to prepare for
the next function call or return.

Stopping Single-Stepping. We know our target code has
finished when we receive a page fault on the stop page. We
stop single-stepping and turn off all page-tracking, allowing
the guest to continue running normally. We save the generated
trace, which consists of single-step, multi-step, function call,
and function return events, for offline post-processing.

B. Post-Processing of Single-Step Traces

Once the data collection is complete, we can evaluate our

results offline. We match the disassembled target program
binary against the exact instruction patterns in the trace.
Different compiler versions or optimization levels might cause
changes, complicating the program flow reconstruction. We
only partially automated the post-processing, where we still
manually need to map some points in the trace to points in
the disassembled code.
Matching Traces against the Instruction Pattern. By
comparing the values of the Retired Branch Instructions and
Retired Taken Branch Instructions, we can infer the branch
history from the entire single-stepped execution with only a
single trace. The execution of unconditional branches (e.g.,
call, ret, and jmp) will cause both performance counters
to increment by one. We can use this fact for orientation, since
the branch instructions create a repeating pattern in the data.
We can also use the page-fault data as synchronization points
to reliably align the trace with the instruction pattern from
analyzing the binary. Since we know which instruction was
executed in our single-step trace, we can find the single-step
event corresponding to a conditional branch instruction and
check the Retired Taken Branch Instructions counter for this
point in time. If it is 1, we know the branch condition was
true. If it is 0, we know the branch condition must have been
false. While the post-processing for single-steps could already
be applied as described above, we found it necessary to extend
our post-processing to allow for multi-steps as well.

In our tests, there was a small chance that multiple in-
structions would execute in a single vmrun. We performed
an empirical analysis of the multi-step probability. For an
uninterrupted sequence of 1000 instructions without function
calls, we observed multi-steps in 19.3 % of the traces. Reduc-
ing this sequence to 500 instructions still incurred multi-steps
in 13.4% of the traces. Over all executed instructions, we
observe a 0.02 % probability of a multi-step when attempting
to perform a single-step. Thus, to allow our post-processing to
handle these remaining 0.02 % correctly as well, we show how



for(;;) {

1

2 /)

3 // ei contains the current bit of the exponent
4 if (ei == 0 && state == 1) {

5 MBEDTLS_MPI_CHK (mpi_select (§WW, W,

6 w_table_used_size, x_index));

7 mpi_montmul (&W[x_index], &WW, N, mm, &T);

8 continue;

9 }
10 state = 2;

11 nbits++;
12 exponent_bits_in_window |= (ei<<(windowsize-nbits));
13 if (nbits == windowsize) {
14 for (i = 0; i < windowsize; i++) {
15 MBEDTLS_MPT_CHK (mpi_select (§WW, W,
16 w_table_used_size, x_index));
17 mpi_montmul (&W[x_index], &WW, N, mm, &T);
18 }
19 MBEDTLS_MPI_CHK (mpi_select (&WW, W,
20 w_table_used_size, exponent_bits_in_window)) ;
21 mpi_montmul (§W[x_index], &WW, N, mm, &T);
22 state-—;
23 nbits = 0;
24 exponent_bits_in_window = 0;
25 }
26 /)
27 '}
Listing 1. The modular exponentiation loop of Mbed TLS’

mbedtls_mpi_exp_mod function. By observing the outcome of
the branching condition in Line 4, we can leak the private key bits.

we can still infer the same information as from a single-step
in most cases in the following.

Recovery from Multi-steps. Given our attempt to single-step,
multi-steps also involve only a small number of additional
steps, i.e., most likely a single missed branch. As we have
precise performance counter information, we can often still
infer the precise operations and secret inputs for the multi-
step time frame.

If a multi-step contains only one unknown branch instruc-
tion, we can always recover the outcome of the unknown
branch. From the Retired Taken Branch Instructions perfor-
mance counter, we know the number b; of branches actually
taken during the multi-step. From analyzing the binary, we
know the number by of other branches that must have been
taken. By comparing these two numbers, we can reconstruct
whether the unknown branch was taken: If b; = by + 1, then
the unknown branch was taken. If b; = by, then the unknown
branch was not taken.

In the less likely case that a multi-step contains two or more
unknown conditional branch instructions with branches of
different lengths, we can still recover the outcome by matching
the subsequently executed instructions (and page faults). Note
that in the case of a multi-step, we still know precisely how
many instructions were executed from the performance counter
Retired Instructions, and the number of branches taken from
the performance counter Retired Branch Instructions. Using
the disassembled binary and the performance counter data, we
can define constraints to identify all code paths that possibly
could have been taken, e.g., using Ghidra [28], or more
automated with angr [90]. If the constraints result in a single
path, we have successfully recovered all branch outcomes.
Otherwise, the attacker may include further constraints in
the analysis, e.g., information about memory accesses, or
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Fig. 4. Event patterns for single iterations of the exponentiation loop. If
ei is 0, the attacked branch instruction in Step 20 is not taken. If ei is
1, the attacked branch is taken, and a characteristic sequence of calls to

and mpi_select is executed. This sequence is used for
reliable multi-step recovery.

other performance counters (e.g., Div Op Count or Retired
MMX/FP Instructions) depending on the attack target. Still, in
some cases, the analysis may yield multiple possible solutions.
While this means we do not have the exact result, it tells us
precisely which bits of the secret are unknown. This can be
useful for a brute-force attack, but in some cases, it even allows
for a direct derivation of the secret, e.g., for RSA, as the secret
has to follow a specific structure [41].

Finally, the impact of multi-steps can be limited by page-
faulting whenever the victim code jumps or calls into an-
other page. This causes any multi-step to end and effectively
acts as a synchronization point. Code that frequently calls
other functions, therefore, is straightforward to attack with
this method since the impact of a multi-step is negligible.
Performance-optimized, concise code without function calls,
such as a string-comparison loop, can be more challenging to
attack since it consists of few instructions and does not jump
or call into other pages. Still, we show in Section VI that
attacks on such code are practical.

V. COUNTERSEVEILLANCE ATTACK ON RSA

In this section, we demonstrate that CounterSEVeillance
is precise and versatile enough to recover full RSA-4096
keys from a single trace of an Mbed TLS [57] (version
3.5.2) signature process. Like prior work [78], [58], [32], we
demonstrate an attack on the windowed square-and-multiply
implementation of Mbed TLS. In contrast to multiple prior
attacks on Mbed TLS RSA in trusted execution environments,
our attack does not depend on noisy timing [78], [32] or
power [58] side channels. Instead, our noise-free performance
counter measurements facilitate fast key recovery within less
than 8 min, emphasizing the additional threat from exposed
performance counters.

Threat Model and Attack Setup. The attacker’s goal is to
steal the RSA secret key from the victim process running in
an SEV-SNP VM on the attacker’s host computer. The victim



process performs RSA-4096 signatures using the Mbed TLS
library. The attacker knows that the victim runs an unmodified,
up-to-date Mbed TLS library, e.g., version 3.5.2 in our case.'
The attacker can obtain the guest physical addresses to which
the victim binary is mapped via page tracking [54], enabling
the attacker to detect the start and end of the signature process.
Like prior works [78], [58], [32], we demonstrate our attack
with a fixed window size of 1, since Liu et al. [59] have shown
that attacks on window length 1 can be extended to arbitrary
window lengths.

Attack Description. To recover the secret key, we
target a key-dependent conditional branch in the
mbedtls_mpi_exp_mod function, which is used to

perform modular exponentiation in Mbed TLS. Listing 1
shows the relevant part of mbedtls_mpi_exp_mod. With
a window size of 1, the condition in Line 13 will always be
true and will be eliminated by the compiler when compiling
with the default compiler flags from the Mbed TLS Makefile.
Additionally, the compiler will eliminate the loop in Line 14.

The code loads the current bit of the key in ei. Line 4
decides on a code path based on ei and state. The state
variable is used to skip leading zeroes and is never zero during
the actual attack. Therefore, ei is the only unknown variable
affecting which code path will be taken in each iteration.

To efficiently target the correct branching instruction, we
find function calls to mpi_select in our generated trace.
To leak the branch outcome, we iterate backwards through the
recorded single-steps until we either find a branching instruc-
tion or another function call. The last conditional branch in-
struction before mpi_select is our secret-dependent target.
We observe three patterns in the trace, as visible in Figure 4. In
the first pattern, the observed branch is not taken. In our target
binary, this means that ei was O (Figure 4a). In the second
pattern, the observed branch is taken, which means that ei
was 1 (Figure 4b). The third pattern (highlighted in blue in
Figure 4b) is caused by consecutive calls to mpi_montmul
in Line 17 and mpi_select in Lines 19 and 20, without a
branch instruction in between. This pattern only appears when
ei was 1 and is used for multi-step recovery.

Generating a full trace of a 4096-bit signature process
requires about 200 000 single-steps. Due to the large number of
executed instructions, our data also contains some multi-steps.
However, since mpi_select and mpi_montmul reside on
different pages than the target function, calling them causes
page faults, limiting the extent of multi-steps. This leaves us
with two cases, depending on the length of the multi-step.

If the multi-step only contains one conditional branch with
an unknown outcome, we can directly recover its outcome as
described in Section IV-B.

With a larger multi-step, this direct recovery is not possible
anymore. However, we can detect the execution of the branch-
less code between mpi_select and mpi_montmul in
Line 19. Since this pattern only occurs in the branch that gets

'We actually found that the attack also works for slightly different library
versions and compiler versions.

taken if ei is 1, we can recover the branch information even in
the presence of longer multi-steps. Thus, with this approach,
we successfully recover the full 4096-bit RSA private key,
without any bit errors, in a single execution trace.
Evaluation. We evaluate our attack on an AMD EPYC
7313P CPU, running Ubuntu 22.04.2 LTS as the host operating
system and Ubuntu 22.04.2 LTS in the guest. We repeated
the attack 10 times, each with a different private key. We
successfully recovered the entire private key on every single
attempt. The average recording time for each trace was 428.9s,
with a minimum of 420 s and a maximum of 439s.

VI. COUNTERSEVEILLANCE ATTACKS ON TOTP
VERIFICATION

In this section, we present two CounterSEVeillance attacks
on a TOTP verification process. On a confidential VM, TOTPs
might serve as a second authentification factor for login to
the services running inside the VM, e.g., SSH or a web
application. Our attacks exploit non-constant-time behaviour
in the COTP library [82], at two different phases of the
verification process:

We first demonstrate an attack on the comparison between
the TOTP entered by the user and the expected, correct
TOTP. Our attack guesses the correct 6-digit TOTP with 31.1
attempts on average, which is a significant reduction from the
500 000 average attempts required for a brute-force attack.

Finally, from a single execution of a TOTP verification, we
also leak the secret key from which the TOTPs are derived.
Consequently, having the secret key, the attacker can generate
correct TOTPs offline at will and thereby completely bypass
the second factor in this two-factor authentication setting. We
recover the secret key within less than a second, with a success
rate of 86 %.

A. Recovering Time-Based One-Time Passwords

Threat Model and Attack Setup. The attacker’s goal is
to guess the TOTP in a two-factor authentication running
in an SEV-SNP VM on the attacker’s host computer. The
two-factor authentication is default-configured such that each
TOTP has 6 digits and is valid for 30s. The attacker is able to
perform 2 TOTP guesses per second, i.e., 60 guesses before
the TOTP expires.> We assume the attacker can make side-
channel observations about when the TOTP verification starts,
e.g., via page-fault tracking [54].

For our proof-of-concept, we implement a victim program
repeatedly asking for TOTP tokens and verifying them using
the totp_verify function, provided by the COTP library.
We deploy the victim program to the SEV-SNP VM. We
prepare the host to perform CounterSE Veillance, as described
in Section IV-A.

Attack Description. Our first attack is enabled by a secret-
dependent conditional branch in COTP’s totp_compare

ZRate-limiting TOTP tokens is challenging as an attacker could exploit the
rate-limiting as a denial-of-service attack on the actual user. Consequently,
TOTP services typically implement no strict rate-limiting, in particular not
for guesses from different IP addresses.



COTPRESULT totp_compare (OTPData* data, const charx key,
int64_t offset, uint64d_t for_time)
{
char time_str[data->digits+1];
memset (time_str, 0, data->digits+l);
if (totp_at(data, for_time, offset, time_str)
return OTP_ERROR;
for (size_t i=0; i<data->digits; i++) {
if (key[i] !'= time_str[i])
return OTP_ERROR;

1
2
3
4
5
6 == 0)
7

8

9

10

11 }
12 return OTP_OK;
13}

Listing 2. COTP’s totp_compare function is vulnerable to CounterSE Veil-
lance, as the conditional branch in Line 9 leaks whether the guessed TOTP
byte was correct.

function, which is called by totp_verify to compare a
user-provided TOTP against the expected and correct TOTP
for a given secret and time. Listing 2 shows the implementa-
tion of totp_compare. After obtaining the correct TOTP for
the time given as for_t ime in Line 6, the function compares
the user-provided TOTP key with it, by iterating over each
digit in the loop starting at Line 8. In Line 10, the function
performs an early exit on the first mismatching digit (Line 9).
With the Retired Taken Branch Instructions performance
counter, the attacker can directly observe when the condition
for the early exit is true, see Figure 5. This allows the attacker
to guess each of the 6 digits of the TOTP individually, one
after another. The attacker starts by probing the candidates 0,
1,2 ... 9 for the first digit. When the attacker observes that the
early exit is not taken for the current candidate, the attacker
knows that the guess for the digit was correct. The attacker
then continues with the first digit fixed to the correct candidate
and guessing the second digit, again observing whether the
early exit is taken and continuing with the next guess if it
is not. The attacker repeats this until all 6 digits and hence
the entire TOTP is known. In the worst case, this requires 10
guesses per digit and, consequently 60 guesses in total. On
average, we expect the attacker to succeed within 30 guesses.
To recover the length of the matching token, we require a
section of 35 to 70 single-steps directly after a function call.
In the case of multi-steps in the relevant part of our trace,
we repeat the measurement. Due to the speed of the tracing
process and the fact that the critical section of the trace is
small, multi-steps did not have a significant impact on the
reliability of our attack.
Evaluation. We evaluate our attack on an AMD EPYC
7313P CPU, running Ubuntu 22.04.2 LTS as the host operating
system and Ubuntu 22.04.2 LTS in the guest. We repeat the
attack 50 times, each with a different TOTP. In all 50 cases,
we successfully guess the full TOTP within the 30s validity
timespan. Due to the fast tracing process, even with occasional
multi-steps in the relevant section of the trace, we were able
to repeat the measurements without impacting the reliability
of the attack. On average, we require 31.1 guesses for a single
TOTP, which is close to the expectation of 30 guesses. The
full end-to-end attack (including the trace analysis), until the
successful login takes 18.14's on average.
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Fig. 5. Event trace of the TOTP verification. The highlighted branch is taken
on the first mismatching digit, allowing the attacker to guess the TOTP digit-
by-digit.

Effectively, totp_compare performs a byte-by-byte com-
parison of the digits, with an early exit on the first mismatching
digit, similar to the standard C function memcmp. Conse-
quently, other applications or libraries using similar compar-
isons against a secret byte sequence might also be vulnerable
to similar attacks, as they are not explicitly developed for usage
in TEEs. For example, we found otplib [101], another TOTP
library, implemented in TypeScript, to use a regular string
comparison, which does not have constant-time guarantees.

B. Recovering the Secret Key

Threat Model and Attack Setup. The attacker’s goal is to
leak the secret key from which the TOTPs for a target user
in a two-factor authentication process are derived. Like in the
previous attack, the two-factor authentication process runs in
an SEV-SNP confidential VM on the attacker’s host computer.
The victim program again uses COTP’s totp_verify func-
tion to verify the TOTPs. We again assume the attacker to be
able to make side-channel observations about when the TOTP
verification starts. However, for this attack, we do not assume
the attacker to be able to perform multiple TOTP guesses.

Attack Description. Our second attack is enabled by a
secret-dependent conditional branch in COTP’s base32 de-
coder. COTP internally stores the secret key in base32
form and decodes it on demand when a correct TOTP
for a given time is needed to verify against. In particu-
lar, totp_verify calls totp_compare, which in turn
calls totp_now and otp_generate, which invokes the
base32 decoder otp_byte_secret. As depicted in List-
ing 3, the decoder iterates over the base32-encoded secret
data->base32_secret, grouped into blocks of 8 base32
characters (Lines 10 and 12). To obtain the decoded value of
each base32 character, the decoder linearly searches for the
base32 character in the OTP_DEFAULT_BASE32_CHARS
array (Line 15). As soon as the matching base32 character
is found (Line 16), the corresponding index is stored as the
decoded value (Line 17), and the search is stopped (Line 19).
On our system, the compiler transforms the branch in Line 16



static const char OTP_DEFAULT_BASE32_CHARS[32]
"A’,TBY,'C’,'D’,TE",F!, TG, H , T, T, K,
rLr, MY, TN, 7O, TR, Q! TR, IS, TT U, YT,
N O N A VR A VR LA AR L

bi

1 = {
2
3
4
5
6
7

COTPRESULT otp_byte_secret (OTPDatax data, charx out_str)
8 {
9
10
11

12
13
14

15

16

17

18

19
20 }
21 }

22

23 }
24

25 }
26

27
28}

Y78
for (size_t i
unsigned int block_values[8]
for (int j = 0; J < 8; J++) {
char ¢ = data->base32_secret[i * 8 + JI;
int found 0;
for (int k 0; k < 32; k++) {
if (c == OTP_DEFAULT_BASE32_CHARS[k]) {
block_values[]] k;
found = 1;
break;

0; 1 < num_blocks; 1i++) {
= {0 };

return OTP_OK;

Listing 3. COTP’s otp_byte_secret function is vulnerable to Coun-
terSEVeillance, as the search for the matching base32 character (Line 15)
immediately aborts as soon as a match is found (Line 19).

into a jnz (jump if not zero) instruction, i.e., the branch
condition is inverted. Consequently, the number of times the
branch is taken matches the index of the base32 character
in the OTP_DEFAULT_BASE32_CHARS array. With Coun-
terSEVeillance, an attacker can simply count how often the
branch is faken for each base32-encoded character to obtain
its index in the array and, consequently, its value. Figure 6
shows an example of this.

Evaluation. We again evaluate our attack on an AMD EPYC
7313P CPU, running Ubuntu 22.04.2 LTS as the host operating
system and Ubuntu 22.04.2 LTS in the guest. We repeat the
attack 86 times with a secret key consisting of 16 base32
characters. In 74 out of 86 cases, i.e., with a success rate
of 86 %, we recover the entire secret key within less than a
second, without any errors. The remaining 12 cases failed due
to multi-steps over multiple base32 characters, i.e., multiple
iterations of the loop starting in Line 12 in Listing 3. With the
short time required for a single attempt, the attack can just be
repeated until it finally succeeds in these cases.

Like with the string comparison in the TOTP guessing
attack shown in Section VI-A, other libraries also have vul-
nerable base32 decoders. For example, otplib relies on the
base32-decode NPM package [83], which performs the same
linear search as COTP. We also found the widely deployed
gnulib [31] to have its base32 decoder implemented as a
cascade of branches, with a conditional branch for each
possible input byte value.

VII. DIVIDE AND SURRENDER-STYLE ATTACKS WITH
COUNTERSEVEILLANCE

Divide-and-surrender-style attacks [76] exploit variable di-
vision timings to recover secret keys from the Hamming Quasi
Cyclic (HQC) [2]. HQC is a code-based key encapsulation
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Fig. 6. Event trace for the base32 decoder of the COTP library. Each loop
iteration appears as two branches. The first branch is taken until the input
character matches OTP_DEFAULT_BASE32_CHARS [k]. Consequently, the
number of iterations and, hence, the base32 byte can directly be derived from
the number of times the branch was taken.

mechanism (KEM) that has advanced to round 4 in the NIST
effort for standardization of post-quantum cryptography. On a
Zen 2 machine, Schroder et al. [76] observed timing variations
for the loop shown in Listing 4 from a co-located attacker
running on the sibling hardware thread on the same core as
the victim. In the following, we show that a similar attack is
also feasible on an SEV-SNP virtual machine running on Zen
3. In contrast to the attack by Schroder et al., our attack does
not rely on contention of simultaneous multithreading (SMT)
resources. Instead, our attack single-steps the vulnerable code
sequence and reads the Div Cycles Busy and Div Op Count
performance counters after each single-stepping attempt, yield-
ing the number of cycles the CPU was performing divisions
and the number of divisions performed, respectively.

Threat Model and Attack Setup. The attacker’s goal is to
steal the secret key from the HQC decapsulation algorithm,
running in an SEV-SNP VM on the attacker’s host computer.
The attacker is able to invoke the decapsulation multiple
times, with chosen ciphertexts, e.g., via a web APIL. The
attacker knows that the victim runs a version of the HQC
reference implementation which is vulnerable to the attack by
Schroder et al. , i.e., the compiler generates div instructions
from the code sequence in Listing 4. The attacker is able to
obtain the guest physical addresses to which the victim binary
is mapped via page tracking [54], enabling the attacker to
detect the start and end of the decapsulation process.

Attack Overview. Divide-and-surrender-style attacks [76]
rely on observing operand-dependent differences in the num-
ber of cycles the processor spends executing divisions. This
timing side-channel is then used to construct a plaintext-
checking oracle: Since the division operands depend on a
seed that is derived from the encrypted message, different
messages can be distinguished by their total division runtime.
Such a distinguisher is sufficient for complete key recovery
from HQC, since the attacker can now change ciphertexts in
a way such that the distinguisher effectively reveals individual



1 for(size_t 1i=0; 1i<75; ++1i)
2 tmp[i] i 4+ rand_u32[i]

% (17669U - 1);

Listing 4. The vulnerable code sequence in the HQC reference implementa-
tion. The modulo operation in Line 2 is compiled into div instructions with
operand-dependent timings, enabling key-recovery.

bits of the secret key [76]. In the following, we show that the
required operand-dependent division timings can be observed
using CounterSE Veillance, on a Zen 3 CPU.

Division Timings on Zen 2 and Zen 3. Compared to the Zen
2 microarchitecture exploited by Schroder et al., the operand-
dependent timing variations on Zen 3 are more subtle and
much coarser-grained.

Whereas on Zen 2, a division takes an additional execution
cycle for every 2 bits in the result [7], on Zen 3 only every 9
bits in the result add an extra cycle to the execution time [8].
Consequently, when dividing an unsigned 32bit value by
17669 — i, with 0 < ¢ < 74, as in Listing 4, on Zen 3, only
two cases can be distinguished, by an increase of only a single
cycle in execution time:

If rand_u32[i] is below 512 - (17669 — i), then the
result is below 512 and only has 9 or less significant bits. If
rand_u32[i] is equal or above 512 - (17669 — i), then the
result is equal or above 512 and has 10 or more significant bits,
resulting in an execution time larger by a single cycle. Due to
the limited range of the 32 bit numerator rand_u32[i], the
maximum result is Llf(j;ﬁj = 244101, with 18 significant
bits, which does not increase the execution time further.

Additionally, the integer divider on Zen 3 can start a second
division before the first one has fully completed [8], possi-
bly concealing the already small timing difference between
different operands. Furthermore, side-channel measurements
typically are prone to measurement noise and temporal blind
spots [75]. Consequently, Schroder et al. could not distinguish
different numerators rand_u32[i] on Zen 3.

In contrast to this, by design, the Div Cycles Busy perfor-
mance counter yields the exact number of cycles the CPU
executed division operations, without measurement noise and
blind spots. Using the Linux perf subsystem on our AMD
EPYC 7313P CPU, we observe that the modulo operation
in Line 2 of Listing 4 results in a Div Cycles Busy value
of 7 for division results below 512 and in a value of 8
for division results equal or above 512, in line with AMD’s
documentation [8]. Consequently, by observing Div Cycles
Busy after each single-step, we can distinguish these two cases.
Leaking Division Times via Performance Counters
and Single Stepping. To leak the division times,
we start single-stepping when the program calls the
vect_set_random_fixed_weight function. We record
both Div Cycles Busy and Div Op Count for 800 single-steps.
When analyzing the resulting trace, we observe a specific
pattern: Div Cycles Busy increments for up to 8 instructions
before the DIV instruction is executed. We assume that this
series of increments is caused by the pipeline already starting
the division, but not committing the results since the execution
is interrupted by a vmexit. Both counters seem to track
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hardware usage by the entire pipeline, instead of only counting
usage of retired instructions. We can observe this behavior
across some branching instructions, which confirms that the
divisions are executed and tracked speculatively. Additionally,
the first measurement in such a series of speculatively executed
divisions consistently shows around double the expected num-
ber of busy cycles, which appears to correlate inversely with
the result of the division instruction.

To distinguish between fast and slow divisions, we examine
the Div Cycles Busy counter. When the performance counter
measures 8 busy cycles, the result had > 10bits. Conversely,
we measure 7 busy cycles for smaller results. The position of
the division measurements remains constant on each execution
of the program. This allows us to determine the exact position
of an expected division after an initial profiling phase. Because
the Div Cycles Busy counter increments multiple times before
the division instruction retires, we have multiple chances to
measure the division timing. In our traces, we were able to
measure each division between 4 and 8 times.

Occasionally, we measured higher than expected Div Cycles
Busy values in our trace. Additionally, we saw some single-
steps with more than one Div Op. We assume this is caused
by the constant interrupts that occur during single-stepping,
with potential pops still in flight. However, we only observed
a maximum of one deviating value per measurement series.
Because each division can be measured at least 4 times,
we ignore these unexpected values and use the next single-
step to determine our timing. Additionally, the possibility of
measuring multiple times per division gives us a higher multi-
step resilience.

Using the described techniques on an AMD EPYC 7313P
CPU, we were able to distinguish large and small results for
each division in vect_set_random_fixed_weight in
398 out of 400 (99.5%) test runs. This suffices to build a
plaintext-checking oracle that can distinguish a crafted cipher-
text with a seed that generates fast divisions from random
seeds. Using this plaintext-checking oracle we may employ
prior art [89], [38], [39], [76] to break the security of the
scheme and recover HQC secret keys.

VIII. DISCUSSION AND MITIGATIONS

The working principle of SEV-SNP suggests that entire off-
the-shelf VMs can be run under SEV-SNP, encrypted and
secure against the outside world. The argument that developers
should simply follow constant-time principles [6] may create a
false sense of security: VMs contain software stacks that were
not built for and not meant for constant-time computations —
general-purpose code that is not trivial to make constant time.
Even when attempting to audit an entire software stack for
leakage of secrets, this easily reaches an order of magnitude
of person-decades. It is unclear whether such a large-scale
endeavor is feasible.

AMD states that performance counters may allow for fin-
gerprinting but does not consider this a security concern as
SEV-SNP does not protect against fingerprinting attacks [6].
However, we show that by monitoring performance counters



CounterSE Veillance can recover precise execution paths from
confidential VMs: Any secret-dependent branch in the VM
leaks information about the secret. We focused on illustra-
tive and compact examples. However, CounterSEVeillance is
generic and could equally be applied to confidential database
systems, where sensitive data, e.g., medical data, could be
leaked. We showed in Section VI that we can recover infor-
mation byte-by-byte from a string comparison, in a school-
book-like example (cf. [33]). Considering large code bases,
it is likely that many code paths expose similar leakage if not
in the source code then in the compiled binary [79], [73].

Numerous works attacked different variants of AMD

SEV [18], [27], [40], [40], [55], [52], [68], [95], [97], [102].
These works exploit concrete implementation flaws in AMD
SEV and, hence, can be mitigated without loss of functionality.
In contrast to these works, we highlight a generic informa-
tion leakage problem: Adjusting how performance counters
are handled while SEV operation, would remove legitimate
functionality and valuable information the host can use for
debugging, load balancing, and accounting. Consequently, we
see our attacks more in line with other generic attacks, such
as the attack by Wang et al. [92].
Mitigations. CounterSE Veillance exploits that hardware
performance counters provide precise information during the
execution of confidential VMs. Combined with single-stepping
and page-tracking, this enables attacks on cryptographic se-
crets and also general-purpose code. While this is a design
choice for AMD SEV-SNP, Intel followed a different design
for SGX, disabling most hardware performance counters on
a processor core while it is running an SGX enclave in
production mode. Although this does not prevent attackers
from single-stepping the enclave and obtaining some infor-
mation through side channels like page faults [99] or interrupt
latencies [87], the attacker has to resort to less reliable side-
channel information. Thus, a straightforward solution would
be to disable performance counters while an SEV-SNP VM is
running. This would mitigate our attack and also reduce the
reliability of SEV-Step.

However, in a shared cloud environment, cloud providers
may need to acquire statistics from VMs for load-balancing
and billing purposes. Some works also proposed to use perfor-
mance counters as a means to detect or mitigate attacks [19],
[26], [62], [4], or to detect activity that violates the terms
of service. For example, some providers restrict crypto min-
ing [34], [64], [15]. Even in an encrypted machine, such
activities are detectable using performance counters [61], [81].

Even worse, disabling performance counters, as with Intel
SGX, opens the door to hiding malicious workloads, as
multiple works have demonstrated [78], [47], [37], [93], [103].
Arguably, in the use case of confidential VMs, it is more
realistic for a customer to spawn a malicious workload on
a target system than with an SGX enclave.

AMD plans to mitigate leakage from performance counters
with Performance Monitoring Counter Virtualization [12].
While this feature is not available on our Zen 3 and Zen 4
machines, it might be added in a future microcode update from
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AMD. Intel TDX already supports similar functionality [3].
With this feature, the processor automatically switches perfor-
mance counter state (along with register state) when entering
and leaving a virtual machine. While switching performance
counter state prevents our attack, it also restricts legitimate
monitoring by the hypervisor.

Concurrent work [60] suggests to insert additional instruc-
tions into the guest’s execution stream to introduce noise into
coarse-grained performance counter measurements. However,
this mitigation would be ineffective against our attack, as
single-stepping yields a measurement for each executed in-
struction, enabling us to filter out the additional instructions.

Single-stepping introduces significant delays to the execu-
tion of a program. In the context of Intel SGX enclaves,
several works studied how an enclave could detect that it
is being attacked [22], [21], [20], [70]. Given the lack of a
trusted timing source, these works use counting threads. Given
a trusted timing source, the enclave can monitor whether it is
interrupted, as any interruption would cause jumps in the timer.
We suggest a similar detection mechanism for confidential
VMs. However, unlike Intel SGX, AMD SEV-SNP supports
a feature called SecureTSC to provide confidential VMs with
a trusted timing source. With SecureTSC enabled, the rdtsc
instruction cannot be manipulated by the hypervisor. Con-
sequently, the confidential VM could, without requiring a
counting thread, use rdtsc to monitor whether there is an
unusual frequency of interruptions, e.g., due to single-stepping
or page-fault tracking. Similarly, future processors could also
directly notify confidential VMs about interruptions [24].

Intel’s TDX technology rate-limits interruptions of confi-
dential VMs to mitigate attacks based on single-stepping [3].
However, a recent work [96] shows that these mitigations are
insufficient to eliminate single-stepping attacks.

A recent, generic approach for improving the security of
confidential VMs is Core Slicing [105], removing the need
for an untrusted hypervisor. Core Slicing partitions the cores,
memory and I/O devices, enabling the VMs to run directly
on the hardware by enforcing isolation between the VMs in
(trusted) hardware. While this would prevent single-stepping
and performance counter reads, this would also prevent the
cloud provider from detecting malicious workloads.

IX. CONCLUSION

In this paper, we introduced CounterSEVeillance, a new
side-channel attack to reconstruct control-flow information
and leaking operand properties from performance counter
data. CounterSEVeillance is the first attack exploiting per-
instruction performance-counter leakage on SEV-SNP virtual
machines. Our systematic analysis showed that 228 perfor-
mance counter events are exposed to a potentially malicious
hypervisor while running confidential virtual machines. We
record performance counter traces with an instruction-level
resolution by single-stepping and match the resulting traces
against binaries to precisely recover the outcome of any secret-
dependent conditional branch. We presented four attack case
studies, leaking a full RSA-4096 private key from Mbed TLS,



the first side-channel attack on TOTP verification, the first
side channel on TOTP secret keys exploiting the non-constant-
time base32 decoder implementation of the COTP library, as
well as divide-and-surrender-style leakage on Zen 3. As our
attacks work on fully patched AMD SEV-SNP systems, we
conclude that new mitigations against CounterSE Veillance are
necessary. Furthermore, we conclude that moving an entire
virtual machine into a setting with a privileged adversary can
significantly increase the attack surface, given the vast amounts
of code not vetted for this specific security setting.
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