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Abstract—Twitter is recognized as a crucial platform for the
dissemination and gathering of Cyber Threat Intelligence (CTI).
Its capability to provide real-time, actionable intelligence makes
it an indispensable tool for detecting security events, helping
security professionals cope with ever-growing threats. However,
the large volume of tweets and inherent noises of human-
crafted tweets pose significant challenges in accurately identifying
security events. While many studies tried to filter out event-
related tweets based on keywords, they are not effective due
to their limitation in understanding the semantics of tweets.
Another challenge in security event detection from Twitter is
the comprehensive coverage of security events. Previous studies
emphasized the importance of early detection of security events,
but they overlooked the importance of event coverage. To cope
with these challenges, in our study, we introduce a novel event
attribution-centric tweet embedding method to enable the high
precision and coverage of events. Our experiment result shows
that the proposed method outperforms existing text and graph-
based tweet embedding methods in identifying security events.
Leveraging this novel embedding approach, we have developed
and implemented a framework, Tweezers, that is applicable to
security event detection from Twitter for CTI gathering. This
framework has demonstrated its effectiveness, detecting twice
as many events compared to established baselines. Additionally,
we have showcased two applications, built on Tweezers for the
integration and inspection of security events, i.e., security event
trend analysis and informative security user identification.

I. INTRODUCTION

Social networks, especially Twitter (now known as X),
have become invaluable resources for security practitioners by
enabling the sharing of up-to-date security information and the
collection of actionable cyber threat intelligence (CTI) infor-
mation. Twitter’s large user base and real-time communication
capabilities facilitate its use in vulnerability monitoring and
threat intelligence gathering, as evidenced in a report by Trend
Micro [63]. Furthermore, Twitter has been integrated into the
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OSINT (Open Source Threat Intelligence) tools developed by
Recorded Future [42]. Prior research has also demonstrated
the Twitter’s utility in security applications, including vulner-
ability disclosure [48], IOC gathering [53], [37], DDoS attack
forecasting [74], and security event detection [54], [28], [76].

Security event detection on platforms like Twitter is essen-
tial for the proactive management of cyber risks. A security
event is a specific occurrence or incident that may affect the
confidentiality, integrity, or availability of an organization’s in-
formation technology (IT) systems, data, or overall cybersecu-
rity posture. Notable instances of such events reported on Twit-
ter in November 2022 include the Medibank data leak [61],
OpenSSL vulnerability disclosure [62], phishing campaign in
TikTok [16], etc. The continual evolution and complexity of
threats make it imperative for security professionals to stay
informed about such events. By leveraging Twitter’s real-time
data, cybersecurity professionals can access immediate and
actionable intelligence, which is critical for timely responses
to threats such as phishing campaigns, vulnerability exploits,
etc. Although security events are also available in traditional
news outlets, they fail to provide comprehensive actionable
threat-intelligent information. Additionally, studies [76], [54]
have shown that Twitter’s timely reporting of security events
frequently precedes traditional media, thereby providing a
more immediate context for assessing and responding to cyber
threats (details in Section II).

While the importance of extracting security events from
Twitter is widely acknowledged, the sheer volume and inherent
noise in tweets pose significant challenges to security event
detection. To filter out tweets about security events, existing
work employs different techniques to identify the security
event-related keywords (e.g., malware name, vulnerability
ID, hacking group) in tweets [54], [28], [22]. For instance,
W2E [54] tries to find security event-related keywords by mon-
itoring new and re-emerging security keywords from tweets.
Similarly, SONAR [28] develops a GloVe-based keyword-
finding module to identify event-related keywords. However,
these keyword-based methods often lead to irrelevant tweets
due to the ambiguity of keywords. For example, in our
analysis, W2E identified “Tropic” as a keyword, which is
linked to an event where the “Tropic Trooper” hacking group
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distributed the SMS Bomber Tool. However, utilizing this
keyword to filter for security-related tweets also brought up
non-security event-related tweets discussing “Tropic Thunder”
or “Tropic Rush.” It indicates the fundamental issue with
these keyword-based approaches, as they cannot consider
tweets’ semantics. Although there are many semantic-aware
text embedding methods, such as BERT [13], RoBERTa [29],
etc, have been proposed recently, they are not effective in
distinguishing event-related tweets. Specifically, in the secu-
rity domain, different events often encompass similar topics,
leading these embedding methods to erroneously suggest sim-
ilarities between tweets from distinct events (See Section III-A
for detailed explanation).

Another challenge in security event detection is the timely
and comprehensive coverage of events, as it helps security
practitioners gain insights into different types of threats, tac-
tics, and vulnerabilities that may be relevant to their organiza-
tion. While previous research [54], [48] has primarily empha-
sized the importance of early detection of security events, it
has often overlooked the importance of event coverage. Given
that limited coverage can result in missing important events,
comprehensive coverage of security events is as important
as early detection of events. According to our experiment in
Section IV-D1, prior work only achieves 2.7% and 29.8% of
event detection coverage. These approaches typically assume
that tweets related to various events exhibit distinct lexical and
syntactic patterns. However, in the context of security event
detection, it is common for different events, such as various
vulnerability exploitations or the emergence of new malware
strains, to exhibit similar terminologies and syntactic structures
in tweets. Therefore, to effectively distinguish these events and
thus improve the coverage of the detection, there is a need for
specialized approaches tailored for detecting security events
on platforms like Twitter.

In this study, we introduce security event attribution-centric
embedding, a novel method for generating tweet embeddings
for security event detection. Utilizing clustering algorithms
on these embeddings enables us to detect security events
with high precision and comprehensive coverage. Our tweet
embedding approach begins by extracting security event-
related entities from each tweet, leveraging semantics through
advanced Named Entity Recognition (NER) methods based on
Large Language Models (LLMs). The underlying assumption
is that tweets concerning the same event will contain the same
entities. To effectively represent tweets with shared entities, we
construct a tweet relation graph by connecting tweets with the
same entities. This graph forms the basis of a Graph Atten-
tion Network (GAT) [7], providing insights into tweets that
have common security-related entities. Moreover, we enhance
the embedding quality by integrating additional event-related
information, including tweet content, security categories, and
temporal data. This data is vectorized and constitutes the initial
feature set for each node within the tweet relation graph. With
the tweet relation graph and event-related information, the
GAT is optimized through a specialized function designed
for event detection tasks. Based on this method, we have

also developed a framework, Tweezers, which is specifically
designed for detecting security events from a stream of tweets.

Moreover, Tweezers extends its capabilities to analyze se-
curity event trends and identify informative security users on
Twitter. Through analysis, the framework not only highlights
the prominent events, such as significant vulnerabilities and
data breaches but also provides insights into the evolving
nature of threats, Additionally, Tweezers helps pinpoint Twit-
ter users who offer in-depth security insights and possess
extensive influence, thereby improving early threat detection
capabilities. Compared to traditional methods that only quan-
tify security-related posts, our method can find Twitter users
capable of offering detailed event analyses.

To summarize, the major contributions of our work are:
• We propose a novel event attribution-centric tweet em-

bedding method, which is specifically tailored for security
event detection. Our evaluation shows that our embedding
surpasses existing text and graph-based tweet embedding
methods in security event identification.

• With our event attribution-centric tweet embedding
method, we design an event detection framework, Tweez-
ers, that can be used in real-world scenarios. Tweezers is
tested with real-world data and performs significantly bet-
ter than existing baselines regarding detection precision
and event coverage.

• We provide two practical use cases to showcase the
practical applications of our framework. These use cases
involve analyzing security event trends and identifying
informative security users.

• We release the code and dataset for training and evalu-
ating our event attribution-centric embedding1. Addition-
ally, the trained multi-label tweet categorizer employed
in our framework will also be made available for future
research.

II. BACKGROUND & PROBLEM STATEMENT

A. Security Event Detection

Based on the existing literature [28], [54] and the NIST
glossary [38], our study defines a security event as a specific
occurrence or incident that may affect the confidentiality,
integrity, or availability of an organization’s information tech-
nology (IT) systems, data, or overall cybersecurity posture. In
other words, security events in our study encompass a range
of occurrences that have implications for cybersecurity.

This study primarily focuses on five security cate-
gories: Vulnerability, Ransomware/Malware, Data Privacy,
Fraud/Phishing, and DoS/DDoS2. Examples of security events
include the disclosure of an OpenSSL vulnerability [62],
Proxy Bots involvement in DDoS attacks [5], and phishing
campaigns via Google Play [6].

Detecting such events is crucial as it provides actionable
intelligence to security professionals, enabling efficient threat
identification and mitigation. For instance, identifying a new

1https://github.com/jiancui-research/tweezers
2Detailed definitions of each category can be found in our released artifact
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OpenSSL vulnerability allows experts to apply necessary
patches by referencing associated CVEs. Similarly, knowledge
of Proxy Bot-related events can facilitate the identification of
malicious IP addresses and code hashes crucial for defensive
operations, and awareness of phishing events can help prevent
individuals from falling victim to such schemes with Phishing
URLs associated.

B. Twitter as a CTI source

Advantages of Twitter. Social media has been recognized as
an important source of threat intelligence (TI) by both the TI
industry [41], [42], [63] and academia [54], [48]. Although
other sources such as blogs, news media, and dark/deep web
forums are available, extracting TI from unstructured social
media feeds, especially Twitter, presents unique challenges,
including large data volumes and data sparsity [59], [45].
Despite these challenges, Twitter offers significant advantages
due to its comprehensive and real-time coverage of threat
intelligence, making it a valuable platform for security prac-
titioners.

One of the key reasons Twitter stands out is its role as
a dynamic hub where diverse security practitioners share
information, providing a broader spectrum of threat intelli-
gence. For instance, different tweets about the same WordPress
vulnerability might provide various details—one might list IP
addresses involved in the attack [66], offering specific data
points for analysis, while another might discuss associated
CVEs and attack methods [67].

Moreover, Twitter often reports on security events faster
than traditional media, as demonstrated by previous stud-
ies [54], [76] and practical observations. For instance, the early
reporting of the MacOS RustDoor backdoor on Twitter [4]
occurred two days before its mention on TheHackerNews [60].

In summary, Twitter is a vital part of modern threat intelli-
gence frameworks, offering timely and actionable intelligence
for effective cybersecurity. Monitoring Twitter allows security
professionals to detect and respond to threats in real time,
significantly enhancing the capability to manage cybersecurity
risks. Thus, the goal of this paper is to address the challenges
of data volume and sparsity issues on Twitter, aiding the
efficient use of Twitter data in TI by effectively detecting
security events.
Twitter vs. other sources In addition to social media, multiple
sources can be used for threat intelligence, such as blogs and
dark/deep web forums. However, prior studies have shown that
social media, especially Twitter, is chosen as the better source
for open-source intelligence by security practitioners due to its
widespread use and the valuable CTI information it provides
for further analysis [64].

Although third-party websites such as blogs sometimes
provide more detailed analysis, Twitter is considered as a much
more timely source; also, these sources are often shared on
Twitter with external links [69], [68], making it easier to check
associations with related posts for additional details. Moreover,
other sources may not cover as comprehensive topics as
Twitter. For instance, the dark web is rich in information

WhatsApp 0-Day Bug Let 
Hackers Execute an Arbitary 
Code Remotely …. fixed two 
critical zero-day bugs that …

Microsoft Exchange zero-
days reportedly exploited in 
attacks … allowing for 
remote code execution …

Severe WhatsApp bug 
(CVSS 9.8) and no one is 
talking about it. #RCE over 
… Update your WhatsApp

Tweet in event <latexit sha1_base64="T3KIyWN0ZkvBuFx7bes1GNcsjQo=">AAAB6nicbVDLSgNBEOyNrxhfUY9eBoPgKeyKr2NABI8RzQOSJcxOepMhs7PLzKwQlnyCFw+KePWLvPk3TpI9aGJBQ1HVTXdXkAiujet+O4WV1bX1jeJmaWt7Z3evvH/Q1HGqGDZYLGLVDqhGwSU2DDcC24lCGgUCW8HoZuq3nlBpHstHM07Qj+hA8pAzaqz0gD2vV664VXcGsky8nFQgR71X/ur2Y5ZGKA0TVOuO5ybGz6gynAmclLqpxoSyER1gx1JJI9R+Njt1Qk6s0idhrGxJQ2bq74mMRlqPo8B2RtQM9aI3Ff/zOqkJr/2MyyQ1KNl8UZgKYmIy/Zv0uUJmxNgSyhS3txI2pIoyY9Mp2RC8xZeXSfOs6l1WL+7PK7XbPI4iHMExnIIHV1CDO6hDAxgM4Ble4c0Rzovz7nzMWwtOPnMIf+B8/gDy1o2a</latexit>e1
<latexit sha1_base64="T3KIyWN0ZkvBuFx7bes1GNcsjQo=">AAAB6nicbVDLSgNBEOyNrxhfUY9eBoPgKeyKr2NABI8RzQOSJcxOepMhs7PLzKwQlnyCFw+KePWLvPk3TpI9aGJBQ1HVTXdXkAiujet+O4WV1bX1jeJmaWt7Z3evvH/Q1HGqGDZYLGLVDqhGwSU2DDcC24lCGgUCW8HoZuq3nlBpHstHM07Qj+hA8pAzaqz0gD2vV664VXcGsky8nFQgR71X/ur2Y5ZGKA0TVOuO5ybGz6gynAmclLqpxoSyER1gx1JJI9R+Njt1Qk6s0idhrGxJQ2bq74mMRlqPo8B2RtQM9aI3Ff/zOqkJr/2MyyQ1KNl8UZgKYmIy/Zv0uUJmxNgSyhS3txI2pIoyY9Mp2RC8xZeXSfOs6l1WL+7PK7XbPI4iHMExnIIHV1CDO6hDAxgM4Ble4c0Rzovz7nzMWwtOPnMIf+B8/gDy1o2a</latexit>e1

Tweet in event <latexit sha1_base64="YtBLvpzaYbvWyAXXjX+S+KIIy+g=">AAAB6nicbVDLSgNBEOz1GeMr6tHLYBA8hd3g6xgQwWNE84BkCbOT3mTI7OwyMyuEJZ/gxYMiXv0ib/6Nk2QPmljQUFR1090VJIJr47rfzsrq2vrGZmGruL2zu7dfOjhs6jhVDBssFrFqB1Sj4BIbhhuB7UQhjQKBrWB0M/VbT6g0j+WjGSfoR3QgecgZNVZ6wF61Vyq7FXcGsky8nJQhR71X+ur2Y5ZGKA0TVOuO5ybGz6gynAmcFLupxoSyER1gx1JJI9R+Njt1Qk6t0idhrGxJQ2bq74mMRlqPo8B2RtQM9aI3Ff/zOqkJr/2MyyQ1KNl8UZgKYmIy/Zv0uUJmxNgSyhS3txI2pIoyY9Mp2hC8xZeXSbNa8S4rF/fn5dptHkcBjuEEzsCDK6jBHdShAQwG8Ayv8OYI58V5dz7mrStOPnMEf+B8/gD0Wo2b</latexit>e2
<latexit sha1_base64="YtBLvpzaYbvWyAXXjX+S+KIIy+g=">AAAB6nicbVDLSgNBEOz1GeMr6tHLYBA8hd3g6xgQwWNE84BkCbOT3mTI7OwyMyuEJZ/gxYMiXv0ib/6Nk2QPmljQUFR1090VJIJr47rfzsrq2vrGZmGruL2zu7dfOjhs6jhVDBssFrFqB1Sj4BIbhhuB7UQhjQKBrWB0M/VbT6g0j+WjGSfoR3QgecgZNVZ6wF61Vyq7FXcGsky8nJQhR71X+ur2Y5ZGKA0TVOuO5ybGz6gynAmcFLupxoSyER1gx1JJI9R+Njt1Qk6t0idhrGxJQ2bq74mMRlqPo8B2RtQM9aI3Ff/zOqkJr/2MyyQ1KNl8UZgKYmIy/Zv0uUJmxNgSyhS3txI2pIoyY9Mp2hC8xZeXSbNa8S4rF/fn5dptHkcBjuEEzsCDK6jBHdShAQwG8Ayv8OYI58V5dz7mrStOPnMEf+B8/gD0Wo2b</latexit>e2

D(Te1
, T ′

e1
) > D(Te1

, Te2
)

Te2

T ′
e1

Te1

Fig. 1: Tweets embedded with Word2Vec. The distance be-
tween embeddings of tweets belonging to the same event is
larger than those belonging to different events.

related to cybercrime, such as drug and sex trafficking, but
lacks extensive details on topics like DDoS attacks and phish-
ing [35]. Similarly, hacking forums are more concentrated on
data breaches and vulnerability exploits [75].

On the other hand, social media, especially Twitter, has been
an indispensable platform for understanding and analyzing a
broad range of security topics such as malware discovery [10],
Indicators of Compromise (IOC) extraction [53], vulnerability
analysis [48], phishing detection [23], and more.

C. Problem Statement

Given a stream of security-related tweets, denoted as T =
{t1, t2, . . .}, our primary objective is the identification of
security event sets E = {e1, e2, . . .}, where each event ei is a
subset of the tweet collection T , comprising tweets that pertain
to a specific event. In other words, the task of event detection
can be expressed as the determination of highly related tweet
sets E within the given set of tweets T , mathematically
represented as:

E = f(T )

III. EVENT ATTRIBUTION-CENTRIC TWEET EMBEDDING

This section provides an overview of our tweet embedding
generation method, security event attribution-centric tweet
embedding, followed by detailed descriptions of each step
involved.

A. Method Overview

While previous studies [9], [14] have leveraged text em-
bedding methods, such as Word2Vec [31] or GloVe [40],
for event detection, they operate under the assumption that
distinct events involve different lexical or syntactic features.
However, in the security domain, it is notable that different
events can share similar topic terms and syntactic structures.
For instance, different incidents involving the exploitation
of a zero-day vulnerability may exhibit overlapping topic
terms (e.g., zero-day, exploitation) and syntactic similarities, as
illustrated by the sample tweets shown in Figure 1. Tweet Te1

and Te2 , although related to different events, e1 and e2, show
similar syntactic structures and topic terms. As a result, text
embedding methods like the Word2Vec, can falsely suggest the
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Te2

T ′
e1

Te1

microsoft

exchange

exchange

microsoft
whatsapp

whatsapp

hackers

rce

hackers exchange

microsoft

0-day

bug

whatsapp

whatsapp

bug

whatsapp

whatsapp

Fig. 2: In the tweet relation graph, the one-hop neighbors
of tweets Te1 , T ′

e1 , and Te2—referenced in Figure 1—are
illustrated. Purple and pink dots represent tweets associated
with the corresponding events.

similarities between tweets from distinct events. As shown in
Figure 1, the proximity between tweets, Te1 and Te2 , which
are from different events, is closer than that of tweets from the
same events, Te1 and T ′

e1 . This means that relying solely on
current text embedding techniques is insufficient for effective
security event detection (see Section III-C).

To effectively differentiate between different security events,
it is crucial to identify critical attributions for security events,
such as threat actors, victim organizations/individuals, attack
patterns, activities, methods, etc. These details provide a
precise description of specific aspects of a security event,
so identifying tweets that share such information is crucial
to distinguishing different security events. To this end, we
explore the event attribution related to cybersecurity. Specif-
ically, we extend the utilization of security event entities
within the Structured Threat Information Expression (STIX)
standard [57], a well-established protocol in the realm of
Cyber threat intelligence. In our study, we selected 13 entities
relevant to security event attribution.

After that, we incorporate these event attributions into tweet
embeddings for effective security event detection. We argue
that graph-based tweet embedding preserves rich relationships
and event attributions among tweets while robustly handling
sparse security information, serving as valuable evidence to
distinguish between tweets related to different events. In our
study, we construct a tweet relation graph to generate tweet
embedding, where each node represents an individual tweet
and connections between nodes are established based on the
shared security entities. Particularly, we employ a Graph
Attention Network (GAT), a deep learning architecture that
processes graph-structure information. The GAT takes input
from the tweet relation graph along with a series of node
features, such as tweet content and temporal information.
GAT is trained with dedicated objective functions, ensuring
the effective integration of all relevant information into the
final output tweet embeddings. After training, the GAT can
integrate entity-sharing security event attributions presented in
the tweet relation graph to generate effective embeddings for

11-03 
15:43:32

11-03 
15:43:32

11-03 
15:43:32

text

GATv2

temporal

Time Elapsed

BERTweet

Initial Features

Tweet Relation
Graph

[e1, e2, …]

entitytweetLLM

Prompt

You are an entity 
recognition system.
[STIX Definitions]
…

[e1, e3, …]

[e1, e2, …]

Graph
Construction 

Fig. 3: Overview of security event attribution-centric tweet
embedding method.

event detection. The overview of this approach is shown in
Figure 3.

Figure 2 shows the one-hop neighbors of the tweets men-
tioned in Figure 1. Compared with Figure 1, it shows a clearer
differentiation between the security events of “WhatsApp
vulnerability exploitation” and “Microsoft Exchange vulnera-
bility” events. It is worth noting that tweets belonging to event
e1 are mainly connected to other tweets within the same event
since WhatsApp, the victim organizations are extracted from
tweets belong event e1. Meanwhile, tweets pertaining to event
e2 are connected predominantly to other tweets within event
e2, highlighting the distinct nature of the two events.

B. Tweet Embedding

We provide details on the construction of the tweet relation
graph, and the derivation of tweet-related features, followed by
a detailed explanation of our embedding generation method-
ology.
Tweet relation graph construction. As mentioned earlier,
the Tweet Relation Graph (TRG), which represents shared
security event attributions among tweets, is constructed to
generate tweet embeddings for security event detection. The
TRG can be described as G = (V, E), where V represents
the nodes (tweets), and E represents the edges in the graph.
The tweet relation graph is constructed so that edges connect
any two tweets that share the same entities related to security
event attribution. From the 18 STIX Domain Objects (SDOs)
outlined in STIX 2.1 [57], we select 13 entity types relevant
for security event attribution (excluding non-essential entity
types such as Report, Note, Observed data, etc).

The process of extracting these entities from unstructured
text is commonly known as Named Entity Recognition (NER)
in the Natural Language Processing (NLP) domain. While
numerous deep learning models have been proposed and
proven effective in NER tasks, they rely on human labor to
annotate the predefined entities for training these NER models.
However, the success of generative Large Language Models
(LLMs) has simplified the NER task to work in zero-shot
settings. As indicated by recent studies [3], prompt engineering
on generative LLMs shows superior performance in NER
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tasks compared to traditional NER models. To assess the
effectiveness of prompt-based NER within a security context,
we conduct a preliminary experiment with a cybersecurity
NER dataset, CyNER [2]. The results reveal that while prompt-
based NER does not outperform all trained NER models, it
surpasses the RoBERTa-based model (RoBERTa-base record-
ing an F1 score of 39.7, compared to 50.19 for prompt-
based NER), even without any training. Comprehensive details
of the experiment are provided in the Appendix C. Aligned
with the methodology proposed by previous research [3], we
incorporate definitions for 13 security-related entities in the
prompt. Subsequently, the extracted entities are used in the
construction of the tweet relation graph.
Tweet-related feature engineering. We identify three critical
pieces of information as TRG’s node features: tweet content,
security category, and temporal information. The encoding
details for each piece of information are elaborated below.
The resulting encoded vectors are then concatenated to form
the initial features of the corresponding nodes in the tweet
relation graph.

1) Tweet content: The (text) content of the tweet contains
information indicative of the discussed event. The tweet
content is converted into a 768-dimensional vector by
the BERTweet model, which was chosen for its spe-
cialization in the Twitter domain. As noted previously,
embeddings of tweet text alone cannot provide a com-
prehensive representation of a tweet’s information.

2) Temporal information: Tweets describing the same
event tend to be posted within a similar timeframe.
The temporal information of tweets is utilized as two-
dimensional features (hours and days elapsed since the
beginning of 2020).

Tweet embedding generation. The TRG and its node features
are processed with the enhanced version of GAT, GATv2 [7].
For a node (tweet) v, the output embedding h′

v is generated
through the following equations.

h′
v =

∑
v′∈N(v)

α ·Whv′ (1)

The attention score α is obtained by:

ev = aT · LeakyReLU(W · [hv ∥ hv′ ])

α = softmax(ev) =
exp(ev)∑

v′∈Nv
exp(ev′)

(2)

where hv and h′
v are initial features of node v and its neighbor

nodes v′, respectively. W and a are learnable weights of the
GATv2 model. Note that GATv2 utilizes attention to learn
which neighboring nodes should be more influential.

To enable security event clustering, embeddings of tweets
belonging to the same event should be close to each other,
while embeddings of tweets associated with different events
should be kept far apart from each other. This can be optimized
using the contrastive learning technique of triplet loss [51].
Triplet loss uses an anchor tweet embedding hei and compares

text embedding
timestamp

push away

pull close

tweet embedding

Tweet Relation Graph

G
ATv2

Event Event ej

Event ek

eiEvent

Triplet Loss Lt

eiEvent

hei

h′
ei

Event ej

Event ek

hej

Pairwise Loss Lp

Event ej
eiEvent

Event ek

hei

h′
ei

hej

hek

Fig. 4: Explanation of our objective function for tweet embed-
ding method.

its distances to embeddings of a tweet of the same event and
embeddings of a tweet of a different event. The formulation
of triple loss in our case is:

Lt = max(∥hei − h′
ei ∥ − ∥ hei − hej ∥+α, 0) (3)

where hei and h′
ei refer to embeddings of two tweets be-

longing to the same event ei and hej refer to embeddings of
a tweet belong to another event, ej . α represents the margin
between positive and negative pairs.

Another contrastive learning method is to manipulate the
distance between tweets on a pairwise basis using the pairwise
loss function [43]. The pairwise loss function is:

Lp = max(∥hei − h′
ei ∥ − ∥ hej − hek ∥+α, 0) (4)

where hei and h′
ei refer to embeddings of two tweets belong-

ing to same event ei, while hej and hek refer to embeddings
of tweets belonging to separate events ej and ek, respectively.

Both loss functions are summed up and utilized as the
objective function to optimize the learnable parameters of the
GATv2 model. An intuitive visualization of how these two loss
functions operate is shown in Figure 4.

C. Effectiveness Analysis

In this section, we look into our model’s capability to
capture the semantic similarity of security event tweets and
compare it with other tweet embedding techniques, TF.IDF
and Word2Vec, employed in existing security event detection
frameworks [54], [28], [25]. We also compare our embedding
method with transformer-based language models, which have
been proven to be effective in many NLP tasks and also applied
in disaster prediction on Twitter [9]. Moreover, some embed-
ding methods that are proposed for social event detection [8],
[43] are also compared in this section.
Dataset. In our study, we created a tweet dataset related to 182
cybersecurity events. We identified noteworthy security events
by monitoring three different sources: The Hacker News3,
BleepingComputer4, and Hackmageddon5. For each event, we

3https://www.thehackernews.com
4https://www.bleepingcomputer.com
5https://www.hackmageddon.com
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TABLE I: Training, validation, test data statistics.

# Event # Tweet Period

Training 91 935 2022.06.01 ∼ 2022.09.01
Validation 23 328 2022.09.01 ∼ 2022.09.25

Test-1 24 353 2022.09.25 ∼ 2022.10.21
Test-2 21 204 2024.01.01 ∼ 2024.01.31
Test-3 23 234 2024.02.01 ∼ 2024.02.28

Total 182 2,054 2022.06.01 ∼ 2022.10.21
2024.01.01 ∼ 2024.02.28

collect tweets discussing the event through a manual process of
inspecting tweets from the period when the event was reported.

Between June 1, 2022, and October 21, 2022, we identified
138 events. To ensure our model’s robustness to changes over
time, we also included dataset with the latest tweets from
January and February 2024. This additional dataset comprises
204 tweets from 21 events in January and 234 tweets from
23 events in February. In total, we found 2054 relevant tweets
from 1,119 different Twitter accounts, averaging 11 tweets per
event.
Implementation and experimental setup. The dataset is
partitioned into training, validation, and test sets based on
distinct time periods and security events, as detailed in Table I.
Note that Test datasets do not overlap with the training and
validation set, and Test-2 and Test-3 have significant temporal
gaps compared to Test-1. Regarding the implementation of the
embedding method, we employ PyTorch and the Deep Graph
Library (DGL). The dimension of our embedding is set at
256. We have set the learning rate at 0.003, with the margin
in the loss function determined to be 100. To mitigate the risk
of overfitting, we incorporate an early stopping mechanism,
employing a patience parameter of 2.
Baseline. In our evaluation, we benchmark our proposed
methodologies against conventional embedding techniques
previously employed in previous security event detection
frameworks [54], [28], [25], i.e., TF-IDF and Word2Vec. We
also compare with transformer encoder-based text embedding
methods, BERT [13], , BERTweet [36] and SecureBERT [1].
BERTweet and SecureBERT are domain-adapted language
models, which are further fine-tuned on domain-specific cor-
pora from Twitter and cybersecurity texts, respectively. Ad-
ditionally, we include the Llama2 generative large language
model (LLM), specifically the Llama-2-7b-chat-hf, in our
comparison.

We also extend our comparison to graph-based tweet em-
bedding methods GCN [24], GATv2 [7], and GraphSAGE [18],
which are proposed for social event detection on Twitter.
GATv2 [7] is an advanced version of GAT [72], which
addresses the limitations of the static attention mechanism.

For the TF-IDF implementation, we utilized the scikit-learn
Python package. For Word2Vec, we employed the trained
model available through spaCy6. In the case of transformer-
based text embedding methods, we used pre-trained models

6https://spacy.io

from Hugging Face, which produce embeddings of a fixed
size of 768 dimensions. For encoding models, we use the
[CLS] token embedding to represent sentence-level embed-
dings. Conversely, as the [CLS] token is not utilized for the
generative model, Llama2, we compute the mean of all token
embeddings (size of 4096 dimensions).

Additionally, following previous social event detection
methods [43], [8], we initially constructed a graph utilizing
general entity recognition methods as implemented in spaCy.
Subsequently, variations of Graph Neural Networks (GNN)
like GCN, GATv2, and GraphSAGE were applied to obtain
the tweet embeddings. GATv2 is an advanced version of
GAT, which fixes the static attention problem of GAT [72].
The embedding size for these methods was set at 256. To
ensure a fair comparison, we adopted the same configuration
parameters (including learning rate, loss margin, and early
stopping strategy) as those used in our proposed method.
Evaluation metric. To evaluate the embedding efficiency, we
use three commonly used cluster evaluation metrics: Normal-
ized Mutual Information (NMI), Adjusted Mutual Information
(AMI), and Adjusted Rand Index (ARI).

(1) Normalized Mutual Information (NMI): NMI is a nor-
malization of the Mutual Information (MI) score to scale the
results between 0 and 1, with 1 indicating perfect agreement
between clusters.

(2) Adjusted Mutual Information (AMI): AMI is a chance-
corrected variant of the MI metric that accounts for the
expected MI. AMI ranges from 0 to 1, with 1 indicating perfect
agreement.

(3) Adjusted Rand Index (ARI): ARI, a chance-corrected
Rand Index, measures cluster assignment similarity through
pairwise comparisons. It ranges from -1 (disagreement) to 1
(perfect agreement), with 0 indicating random agreement.
Results and discussions. As shown in Table II, our secu-
rity event attribution-centric tweet embedding outperforms all
other baselines across all three evaluation metrics for all three
test datasets. Despite the substantial temporal gaps between
the training set and test set 2 and 3, our model consis-
tently outperforms existing baselines. This can be attributed
to the utilization of a graph-based approach that captures
STIX object-sharing patterns through the tweet relation graph,
making the generated representation resilient to topic changes.

The results also highlight the limitation of considering only
text when embedding tweets for clustering. Interestingly, TF-
IDF shows a comparable result to PLMs. This is because our
dataset only contains security event-related tweets, mitigating
the issue of keyword ambiguity commonly associated with
TF-IDF. While domain-specific models, such as SecureBERT
and BERTweet, are further fine-tuned on domains related to
security and Twitter text, they sometimes show comparable or
even lower performance than general-domain PLMs, as they
are not optimized for clustering tweets for event detection.
Graph-based embedding methods, designed to enhance social
event detection, prove less effective compared to our approach.
This inefficiency stems from their inability to identify security-
related entities in tweets, resulting in a graph-constructed
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TABLE II: Tweet Clustering Results. ↑: higher the better

Model Test-1 Test-2 Test-3

AMI (↑) ARI (↑) NMI (↑) AMI (↑) ARI (↑) NMI (↑) AMI (↑) ARI (↑) NMI (↑)

Keyword TF-IDF 0.3036 0.0552 0.5147 0.4559 0.0989 0.6150 0.4669 0.0941 0.6218
Word2Vec 0.0463 0.0060 0.1135 0.2469 0.0389 0.3876 0.1380 0.0246 0.2367

PLM

BERT 0.2389 0.0203 0.4395 0.2671 0.0291 0.4544 0.2716 0.0264 0.4573
BERTweet 0.3466 0.0676 0.5211 0.2777 0.0312 0.4618 0.1729 0.0143 0.3372
SecureBERT 0.3046 0.0324 0.5020 0.2555 0.0259 0.4434 0.1927 0.0161 0.3763
Llama2 0.1138 0.0090 0.3041 0.2324 0.0271 0.4375 0.2127 0.0254 0.4118

Graph
GCN 0.2806 0.0869 0.4455 0.3771 0.1253 0.5454 0.3335 0.1171 0.5111
GATv2 0.3396 0.0988 0.5274 0.4065 0.1430 0.5476 0.3440 0.1112 0.5077
GraphSAGE 0.3164 0.0912 0.5019 0.3666 0.1305 0.5350 0.3210 0.1048 0.4866

Our Embedding 0.5919 0.3384 0.7344 0.6561 0.4470 0.7763 0.5950 0.3387 0.7404

Tweet Data

Tweet 
Category 
Tagging

Tweet 
Embedding

[0, 0, …, 1]

[0, 0, …, 1]

text

Event 
Identification

temporal information

category

embedding

text

event instances

Fig. 5: Overall workflow of Tweezers.

lack of information to distinguish different security events. To
summarize, the outstanding performance of Tweezers can be
attributed to its ability to integrate the tweet relation graph
for capturing STIX object-sharing patterns between tweets
and event-related features such as tweet content and temporal
information. This integration ensures a more accurate and
resilient security event detection, effectively adapting to topic
changes in security events over time.

IV. Tweezers: DESIGN AND IMPLEMENTATION

This section outlines the workflow for integrating the
proposed security event attribution-centric tweet embedding
method into a security event detection framework. We begin
by presenting the overall workflow of security event detection
framework, followed by detailed discussions of two essential
steps: the Tweet Category Tagging and the Event Identifica-
tion, both of which are critical for the effective deployment of
the proposed event-centric tweet embedding method in real-
world settings.

A. Overall Workflow

As shown in Figure 5, we first retrieve tweets by using
the Twitter Enterprise API7. Retrieving the entire tweets is
impractical due to their extensive volume, so we opted to
collect tweets based on a list of predefined security-related
keywords which was aggregated by analysts from a cybersecu-
rity company for the purpose of monitoring Twitter data. The
collected tweets are then fed into the Tweet Category Tagger

7https://developer.twitter.com/en/docs/twitter-api/enterprise

QNAP Warns of New DeadBolt Ransomware Attacks Exploiting 
Photo Station Flaw https://t.co/dLboZaxxxx

Bob***
@cyber***

1:26 PM Aug 24, 2022

Fig. 6: An example of a multi-category tweet: The above tweet
pertains to both the Malware and Vulnerability categories.

to obtain category information. Tweets related to security are
subsequently forwarded to the Tweet Embedding step, along
with their temporal information. During this step, specialized
embeddings are generated to enhance the detection of security
events. Subsequently, these embeddings undergo clustering
and filtering in the Event Identification step to identify the
security events. As an output, we can get event instances,
which are collections of tweets associated with individual
security events.

B. Tweet Category Tagging

While tweets are collected using predetermined security-
related keywords, the collection inevitably includes some
tweets that are not pertinent to security. Therefore, removing
these irrelevant tweets in the initial phase significantly ben-
efits the subsequent embedding phase by reducing additional
noise. Furthermore, categorizing events with specific types of
information can aid security practitioners in analyzing and
classifying these events. In this stage, we preprocess each
tweet, ensuring the assignment of appropriate category tags.
Recognizing the multi-dimensional nature of security events,
we have constructed our own multi-label tweet category
dataset. Based on this dataset, we design a multi-label classifier
based on a Pretrained Language Model (PLM).
Multi-label nature of security events. Previous research [45],
[76], [80] on event detection has automated categorization of
tweets into predefined categories, such as DDoS, Malware,
Vulnerability, etc. In practice, however, these categories are
not mutually exclusive. Real-world events often span multiple
security categories, as exemplified by the tweet in Figure 6.
The tweet reports on how a malware (DeadBolt Ransomware)
has been exploiting a vulnerability (Photo Station Flaw) and
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Fig. 7: Architecture of Multi-label Tweet Categorizer

therefore should be recognized as relevant to both categories.
Furthermore, when tweets pertain to multiple categories, it
can introduce complications during the annotation phase.
Suppose annotators are instructed to assign multi-label tweets
into a single category. In that case, different annotators may
assign similar tweets to different categories, thereby adversely
affecting the performance of the classification.
Multi-label tweet dataset construction. To account for the
multi-category nature of security tweets, we create a new
dataset that labels all applicable security categories of each
tweet. We identify five cybersecurity categories and perform
multi-label annotations for these categories. Additionally, we
have a separate category of ”uninformative” tweets for tweets
that are somewhat related to cybersecurity but lack sufficient
information to be confidently categorized into specific event
topics. To enhance annotation consistency and automatic clas-
sification, tweets outside of the five cybersecurity categories
are distinguished between “uninformative” tweets and “non-
security” tweets. In total, our categorization framework en-
compasses seven categories, as presented in Table III.

Annotations were carried out by five security experts from
a company specializing in cyber threat intelligence. To assess
the quality of the annotations, we measure inter-annotator
agreement using the commonly used Fleiss’ Kappa score. Our
five annotators achieved an average Fleiss Kappa score of
0.75, indicating substantial agreement among the annotators
according to the established guidelines [26]. A total of 10,392
tweets were annotated, and their distributions can also be
found in Table III. Among the tweets classified into specific
categories, a total of 336 tweets (9.84%) were multi-labeled,
meaning they were associated with more than one category.
Among the multi-labeled tweets, 311 had two labels assigned,
26 had three labels assigned, and 1 had four labels assigned.
Architecture and training. The Multi-label Tweet Catego-
rizer is based on a Pretrained Language Model (PLM), which
has shown great capability to capture complex contextual
information and semantic relationships in text. To achieve
multi-category assignment, the classifier has a linear layer for

each security category on top of the PLM output (embedding
of [CLS] token). With the dataset constructed, the weights
of each linear layer and PLM weights are optimized with the
Adam optimizer and cross-entropy loss. The total loss is the
sum of the cross-entropy losses calculated for each category.
i.e.,

Lc =
∑
c∈C

[− 1

N

N∑
i

yi · log ŷi + (1− yi) · log(1− ŷi)] (5)

where C is the set of security categories, N is the number
of samples in each batch, yi is the true label of i-th sample,
and ŷi is the predicted label of i-th sample. A loss function is
calculated separately for each category and then accumulated
to optimize the classifier. The classifier was trained using
a batch size of 64 and a learning rate of 1e-5, and an
early stopping strategy was adopted with a patience of 5
to prevent overfitting. A weighted cross entropy loss (with
a weight of 0.8 on the positive class) is utilized to tackle
the class imbalance issue in the training data. The trained
Multi-label Tweet Categorizer achieved a 0.8322 F1-score on
average. The detailed experimental setup and result are shown
in Appendix B.

C. Event Identification

The embeddings generated by our method are clustered into
event instances within this component, and clusters lacking
sufficient information are filtered out. The DBSCAN [15]
clustering algorithm is employed for this purpose. DBSCAN,
which stands for Density-Based Spatial Clustering of Applica-
tions with Noise, is a widely used algorithm for unsupervised
density-based clustering. A key advantage of DBSCAN is its
ability to determine clusters without requiring a number of
clusters to be defined beforehand. This makes it an appropriate
choice for event detection, as the exact number of events is
not possible to be determined in advance in the wild.

After clustering, the collection of tweets will be organized
into clusters, each representing specific events. Using a heuris-
tic measure of relevance, clusters are filtered to keep only
high-relevance events. The clusters are filtered according to
the following formula.

Score(C) =
# User

# Tweet
(6)

Clusters with a score lower than a threshold value are removed,
as such events include those repetitively posted by a few users
or by a single automated account. These accounts often post
repetitive content within a short time frame, resulting in an
abundance of tweets that share similar entities and features.
Consequently, these tweets become interconnected in the tweet
relation graph, ultimately producing similar embeddings for
these spamming tweets and leading to the formation of clusters
that are not event-related. However, these clusters can be
easily filtered out due to the relatively low engagement from
users compared to clusters that are actually related to events.
Using cumulative distribution of scores calculated for clusters
extracted from Tweezers, we found that over 60% of clusters
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TABLE III: Statistics of categories in the tweet classification dataset along with annotation guidelines.

Category # Tweets (Ratio) Short guideline description Example Tweet

Non-security 5,286 (50.87%) Tweets not related to security, such as
daily tweets, job postings, etc,.

“Hiring senior cyber security engineer and penetration
tester on remote roles”

Uninformative 1,671 (16.08%) Tweets that have limited information and thus
cannot be specified into a specific category

“76% of organizations worldwide expect to suffer
cyberattack this year”

Security 3,435 (33.05%)

Vulnerability 1,617 (15.56%) Tweets on newly discovered, exploited,
or patched vulnerabilities

“... multiple vulnerabilities in the API and web-based
management interfaces of Cisco ...”

Ransomware/Malware 742 (7.14%) Tweets on emerging malware/ransomware attacks,
updates in techniques or tactics, etc.

“... by targeting U.S. organizations with #ransomware
attacks. #CobaltMirage”

Data Privacy 722 (6.95%) Tweets on data breaches, information disclosure,
account hijacking, eavesdropping, etc.

“Axonius SaaS Management identifies misconfigurations
and data security risks”

Fraud/Phishing 348 (3.35%) Tweets on fraud/phishing techniques or campaigns,
such as email phishing, SMS scam campaigns, etc.

“Microsoft: hackers are using open source software
and fake jobs in phishing attacks”

DoS/DDoS 336 (3.23%) Tweets on Dos/DDoS campaigns “Cloudflare says it thwarted record-breaking HTTPS
DDoS flood”

Multi-labeled 338 (9.84%)
Total 10,392 (100.0%)

TABLE IV: Event detection performance. Note that precision measures the percentage of correctly identified events among the
extracted events, and recall measures the percentage of extracted events compared to the events published by news publishers.

Data Privacy Fraud/Phishing Ransomware/Malware DoS/DDoS Vulnerability Total

Precision
SONAR 0.2593 (14/54) 0.4000 (6/15) 0.3924 (31/79) 0.5000 (4/8) 0.5238 (11/21) 0.3522 (56/159)

W2E 0.6667 (2/3) 1.0000 (3/3) 0.7500 (3/4) 0.0000 (0/0) 1.0000 (2/2) 0.8182 (9/11)
Tweezers 0.4766 (61/128) 0.5490 (28/51) 0.7282 (142/195) 0.5625 (9/16) 0.6912 (94/136) 0.6415 (272/424)

Recall
SONAR 0.3824 (13/34) 0.2727 (6/22) 0.3239 (23/71) 0.6667 (1/3) 0.2045 (9/44) 0.2980 (45/151)

W2E 0.0000 (0/34) 0.0000 (0/22) 0.0282 (2/71) 0.0000 (0/3) 0.0455 (2/44) 0.0265 (4/151)
Tweezers 0.4706 (16/34) 0.4091 (9/22) 0.5915 (42/71) 0.6667 (1/3) 0.5909 (26/44) 0.5563 (84/151)

have scores exceeding 0.808. Consequently, in our study,
clusters with scores below the threshold of 0.80 are excluded
from further analysis.

D. Evaluation

In the evaluation, our main focus is to address the following
three questions.

• How effective is our framework in identifying events in
real-world scenarios compared to the existing security
event detection framework?

• How does each component of our framework (features
or GNN models) affect the performance of clustering
effectiveness?

1) Event Detection Performance: In this section, we
demonstrate the practical applicability of the complete frame-
work in real-world scenarios. The detection result is compared
with the existing security event detection framework.
Dataset. The study is conducted using a dataset consisting
of tweets collected in November 2022. As described in Sec-
tion IV-A, tweets are acquired through Twitter Enterprise
API with predefined security-related keywords employed by
cybersecurity analysts for monitoring purposes. A total of
5,291,166 tweets from 1,221,332 distinct users are collected
in this period.
Experimental setup. To evaluate the effectiveness of our
framework, we extracted events using Tweezers and existing
event detection frameworks [28], [54] and compared their

8the result can be found in our released artifact

precision and recall. Precision measures the percentage of
correctly identified events among the extracted events, while
recall measures the percentage of retrieved events compared
to the total events published by established security news
publishers. To calculate recall, we curate a list of security
events by examining articles published by BleepingComputer,
The Hacker News, and Hackmageddon throughout November
2022. From these sources, we obtained a total of 167 unique
events. To ensure accuracy, two security experts were involved
in the assessment.
Results and discussion. The evaluation results are shown in
Table IV. In terms of both precision and recall, our methods
outperform existing security event detection frameworks in
most cases. Notably, our framework detects a significantly
greater number of events compared to the baseline methods.

The overall precision of Tweezers is 0.6415, indicating that
the majority of the events identified by our framework were
indeed genuine events. Although W2E shows higher precision
than Tweezers, it only detected 9 security events, which is
much smaller than the number of events detected by Tweezers.
However, there are still some clusters erroneously identified as
events by our framework if tweets discussed security topics
that were not events. For example, a cluster may consist
of multiple tweets sharing a blog post titled “Ransomware,
storage and backup: Impacts, limits, and capabilities”. Even
though this cluster does not represent a security event, the
discussion was related to security and was shared by multiple
people. This demonstrates a limitation that not all influential
security-related discussions are indicative of security events.
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Nevertheless, the high precision of Tweezers suggests that such
cases are rare compared to actual event instances.

Among the 151 events reported in the examined news
outlets, Tweezers successfully identified a total of 84 events,
and the other methods SONAR and W2E identified 45 and 4
events, respectively. However, it is important to note that there
were cases where events were not captured by any method. For
instance, some events may have a limited number of associated
tweets, as we are using a fixed list of keywords to collect
tweets. This limitation is inevitable since collecting all tweets
on the platform is impractical due to the sheer volume of
data and associated costs (Twitter API charges per tweet).
Thus, events that do not have overlapping keywords with our
predefined list used for collecting tweets may have only a
small number of tweets collected. As a result, these events
may fail to form distinct clusters or could be excluded during
the clustering phase during filtering. For instance, consider the
event “Dell, HP, and Lenovo Devices Found Using Outdated
OpenSSL Versions”, which had only 5 tweets available in our
tweets collection. Such an event would be filtered out as there
were not enough tweets to support the cluster.

2) Ablation Study: In this section, we assess the perfor-
mance differences of our framework caused by variations
in the initial features and the GNN model used for event-
centric embeddings. The selection and representation of dif-
ferent features can affect the output event-centric embedding.
Similarly, the choice of the GNN model for generating event-
centric embeddings can also influence the performance of
the framework. Different GNN architectures, such as Graph
Convolutional Networks (GCNs) [24], GraphSAGE [18], or
Graph Attention Networks (GATs) [7], can be employed to
capture the relational information among tweets and generate
event embeddings. Each GNN model has its own strengths
and weaknesses, and selecting the most suitable model can
improve the quality of the event embeddings and the overall
performance of the framework.

To assess the performance differences caused by these
modules, various experiments can be conducted. For example,
different combinations of initial features can be evaluated to
identify the most effective feature set for event detection and
classification. Different text embedding methods can also be
evaluated to identify the most effective text embedding meth-
ods in our framework. Additionally, multiple GNN models
can be compared in terms of their ability to capture event
information and generate informative event attribution-centric
tweet embeddings.
Results and discussion. Table V presents the performance
outcomes obtained by manipulating the initial features men-
tioned in Section III-B. Tweezers incorporating all features
exhibits the highest performance, indicating the significance of
the event-related features. The absence of tweet content results
in the poorest performance, highlighting the importance of
tweet content within our framework. Without temporal feature,
the clustering performance degrades from 0.7344 to 0.6968 in
terms of NMI score; and without text feature, the clustering
performance drops from 0.7344 to 0.6519.

TABLE V: GNN model ablation study results. ↑: The higher
the better. ¬ indicates the model without the following fea-
tures. The boldface represents the best performance.

AMI (↑) ARI (↑) NMI (↑)

Node
Feature

w/o tweet 0.5117 0.2100 0.6519
w/o temporal 0.5629 0.2136 0.6968
all 0.5919 0.3384 0.7344

Text
Feature

Tweezers (BERT) 0.5407 0.2397 0.6631
Tweezers (SecureBERT) 0.5208 0.2378 0.6464
Tweezers (BERTweet) 0.5919 0.3384 0.7344

GNN
Model

Tweezers (GCN) 0.2148 0.0502 0.4454
Tweezers (GraphSAGE) 0.5002 0.2013 0.6535
Tweezers (GATv2) 0.5919 0.3384 0.7344

Regarding text features, as demonstrated in Table V, the
utilization of BERTweet for embedding tweet content yields
the highest performance. This can be attributed to the specific
pretraining of BERTweet on tweet text, which allows it to
capture the semantics and characteristics of tweets effectively.
Conversely, despite being trained in security-related contexts,
SecureBERT fails to demonstrate satisfactory performance due
to its limited adaptation to tweet text. Furthermore, Table V
reveals that GATv2 outperforms other graph neural network
(GNN) models in terms of performance, which can be at-
tributed to its attention mechanism that effectively mitigates
the impact of false connections in the graph. Based on these
evaluation findings, our Tweezers selects BERTweet for tweet
content embedding and GATv2 for generating event attribute-
centric embeddings.
Importance of Temporal feature. Table V demonstrates that
incorporating temporal features leads to improved clustering
performance, resulting in more accurate event identification.
We present cases where event identification benefits signifi-
cantly from utilizing temporal features.

Without temporal features, we observed that some tweets
that should belong to the same cluster are identified as separate
events. For instance, we found that the tweets related to the
Juniper Junos OS vulnerability disclosure is actually separated
into two different clusters: one discussing the event itself, e.g.,
High-Severity Flaws in Juniper Junos OS Affect Enterprise
Networking Devices”, and another providing detailed security
implications, e.g., . . . Multiple high-severity . . . some of which
could be exploited to achieve code execution. Chief among
them is. . . ”. However, when temporal features were included,
these tweets were accurately clustered into a single event.

Additionally, without temporal features, tweets pertaining to
different events were erroneously clustered together. A case
observed in our further analysis found that four tweets are
clustered into the same event without temporal feature. These
tweets actually described two distinct events: the “Prestige”
ransomware impacting organizations in Ukraine and Poland,
and the Chinese ‘Spyder Loader’ Malware targeting orga-
nizations in Hong Kong. The high semantic similarity and
lack of explicit mentions of target organizations caused their
embeddings to be similar. However, with temporal features,
these tweets were correctly clustered into their respective
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TABLE VI: Response time of Tweezers

Process Time (s)

Tweet Category Tagging 96.3
Tweet Embedding (Total) 2100.4

- STIX Object Detection 1966.2
- Embedding Generation 34.2

Event Identification 0.25

events.
These cases substantiate that temporal features are crucial

for enhancing security event detection performance. Moreover,
the number of tweets classified as noise by the DBSCAN
clustering algorithm decreased from 98 to 43 when temporal
features were included, further emphasizing its importance.

3) Response time: In order to extract security events in
a timely manner, Tweezers needs to process a large volume
of events efficiently. This section evaluates the response time
of Tweezers. Following Figure 5, we break down the re-
sponse time for each step, including Tweet Category Tagging,
Tweet Embedding, and Event Identification. For the Tweet
Embedding process, we also present the response times for
two important subprocesses: STIX object detection and graph
embedding generation as explained in Section III.
Experimental Setup. We use 44,093 tweets, which is the
average number in a 6-hour window for the tweets collected
in November 2022. 6-hour time window, is also used for
analyzing the security event trends in the following Section V-
A. The experiment was conducted on a Tesla V100 GPU and
an Intel Xeon CPU.
Results & Analysis. As shown in Table VI, the categorization
of 44,093 tweets took 96.3 seconds. Tweet embedding required
a total of 2100.4 seconds, with STIX object detection taking
1966.2 seconds and embedding generation taking 34.2 sec-
onds. The final event identification took 0.25 seconds. This
time represents an upper bound, as the entire process can
be pipelined: while processing these tweets, newly arrived
tweets can undergo categorization and embedding generation
concurrently, allowing this information to be utilized in the
next processing cycle. The results indicate that Tweezers is
capable of processing a substantial volume of tweets within a
reasonable timeframe.

V. MEASUREMENT AND CASE STUDIES

We here demonstrate two use cases of our framework:
analyzing security event trends and finding informative secu-
rity users. Using our framework, we extract events between
November 1, 2022, and November 30, 2022. For every 4-
hour period, events are extracted from tweets collected in the
previous 6-hour period. In other words, events are extracted
using a window size of 6 hours and a stride of 4 hours. It’s
important to note that these parameters can be adjusted as per
specific requirements or preferences.

A. Security Event Trend Analysis
Tweezers’s ability to detect security events allows for an

empirical analysis of the threat landscape. Monitoring event

tweets can produce event insights that may not be easily de-
ducible from traditional news outlets, such as event magnitude
and event impact over time. To demonstrate such insights, we
present a compilation of real-world events detected by Tweez-
ers. We perform security event trend analysis by using our
framework to detect events that occurred between November
1, 2022, and November 30, 2022. The detected events in this
timeframe and their associated tweets are depicted in Figure 8.

As can be seen in Figure 8, a considerable number of tweets
discuss the OpenSSL vulnerability patch event at the beginning
of the month. On November 1st, the OpenSSL team issued
an advisory that warned of two high-severity vulnerabilities
(CVE-2022-3602 and CVE-2022-3786) affecting OpenSSL
versions 3.0.0-3.0.6. Given the popularity of OpenSSL and
the severity of this vulnerability, this event elicited significant
concern within the open-source community and beyond. In
contrast, another critical vulnerability event, the ConnectWise
Server RCE Vulnerability, was detected in a similar timeframe
but garnered significantly less attention. Although this par-
ticular vulnerability was also described as “critical”, it was
limited only to the ConnectWise service management software
platform and therefore had a limited impact compared to the
OpenSSL vulnerability. The discrepancy in volume between
these two events reflects their respective levels of prominence,
which can serve as an important indicator when determining
the significance of a vulnerability. Considering the constrained
availability of maintenance resources, security practitioners
are required to prioritize the patching of vulnerabilities based
on their severity levels. In this context, the volume of tweet
samples can provide valuable information to aid security
practitioners in assessing the importance of specific events.

Of all the events in Figure 8, the Medibank data leak event
had the highest volume of tweets and showed a prolonged
impact. Medibank, a prominent player in the Australian private
health insurance industry, suffered a data breach in October
that allowed hackers to gain access to the personal data of
9.7 million customers. This data breach event is considered as
one of the biggest data breach events of the region [12], [44].
Tweets extracted from this timeframe depict a comprehensive
picture of the data leak. On November 7th, the event was
first discussed on Twitter after Medibank released a statement
refusing to pay the ransom demand made by the attackers.
On November 9th, the event received massive attention on
Twitter after attackers released an initial batch of stolen data
on the dark web. Due to the massive scale and impact of
these leaks, the event remained relevant on Twitter for days.
During this time, the talking points of tweets underwent
constant evolution as Australian authorities continued efforts
to mitigate damage while attackers continued to release data.
Although news outlets, such as BleepingComputer and The
Hacker News, did cover the event itself, they failed to capture
the ongoing developments that shaped the event. On the
other hand, the event’s entire sequence of developments was
observable through our framework, suggesting it can provide
more detailed and comprehensive information compared to
traditional news outlets.
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“Medibank refuses to pay ransom, data of 
9.7 million customers is at risk”

Data Privacy
Ransomware/Malware

“KmsdBot Malware Hijacking Systems for 
Mining Crypto and Launch DDoS Attacks”

Ransomware/Malware
DoS/DDoS

“TikTok ‘Invisible Body’ Challenge Exploited 
to Push WASP Infostealer Malware”

Ransomware/Malware
Data Privacy

“Aurora Infostealer Malware Increasingly 
Adopted by Cybergangs ”

Ransomware/Malware
Data Privacy

“OpenSSL Releases Patch for 2 New 
High-Severity Vulnerabilities”

Vulnerability

“India Metro Smart Cards Vulnerable to 
‘free top-up’ Bug”

Vulnerability

“New Laplas Clipper Malware Targeting 
Cryptocurrency Users”

Ransomware/Malware

“Canadian Crypto Exchange Coinsquare 
Says Client Data Breached”

Data Privacy

“Daixin Ransomware Gang Steals 5 Million 
AirAsia Passengers”

Ransomware/Malware
Data Privacy

Fig. 8: Visualization of events detected by Tweezers between November 1 and November 30, 2022, with distinct colors denoting
different events. The extent of each colored region correlates with the volume of tweets related to its event.

Through Tweezers’s detection results, it is possible to infer
the importance of specific categories or topics. The multi-label
categorization capability of our framework can be used to
identify important or trending topics during a given period.
Based on our detection results in November, we found a
significant number of events that were classified as both the
Data Privacy and Ransomware/Malware categories, account-
ing for 11.33% of the total events. This suggests that a notable
number of malware and ransomware operations were specifi-
cally threatening users’ personal data during this period. Some
noteworthy examples within this category include the AirAsia
data leak caused by the Daixin ransomware, WASP Infostealer
malware spread via TikTok’s ‘invisible body challenge’, and
the widespread adoption of the Aurora Infostealer.

Another observation during this period is the large number
of incidents specifically targeting crypto assets. On November
8th, cryptocurrency users became victims of a new malware
called the Laplas Clipper. This Infostealer operates by mon-
itoring a victim’s clipboard activity and replacing any wallet
addresses with the attacker’s addresses. Around November
14th, the KmsdBot Malware was identified. This malware
mines cryptocurrency and carries out DDoS attacks. It lever-
ages the Secure Shell (SSH) cryptographic protocol to infiltrate
targeted systems. On November 26th, a data breach targeting
cryptocurrency users occurred. Coinsquare, a major cryptocur-
rency exchange in Canada, publicly acknowledged that they
had experienced data breaches affecting their customers.

B. Finding Informative Security Users

One extended application of Tweezers is to find such in-
formative security users. On Twitter, there are informative
security users who provide valuable and in-depth threat intel-

ligence from events. Informative users often go beyond simple
news dissemination, providing additional valuable insights into
security incidents. It is valuable to identify such users since
they often provide analysis on events before they come to
public attention.

To find informative users, we take into account the following
two key characteristics:

1) High density of security event-related tweets.
2) Have a substantial number of followers.

This leverages the tendency of informative users to tweet
often on security-related topics, as well as the tendency of
these to have many followers, since their tweets are considered
as reliable sources.

To extract users with the characteristics above, we use
the following scoring function. For a user U , the score is
formulated as:

Score(U) =

∑
t∈T

et
Nt

|T | · log(Fu + 1) (7)

where T is the set of time period (windows), Nt is number
of tweets tweeted by user U in period t, et is the number of
event-related tweet tweeted by user U in period t, and Fu is
the number of followers of user U .∑

t∈T
et
Nt

measures the “density” of event-related tweets
made by a user in period t, which rewards users with the
first characteristic. log(Fu + 1) accounts for the second char-
acteristic by scaling the number of followers logarithmically.
This ensures that users with more followers rank higher in
our scoring function. Since our framework considers a number
of categories separately, we can calculate the scores for each
category.
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The sample of #Azov wiper we analyzed is 
using a trigger time, set to 10-27-2022 
10:14:30 AM UTC 
IoC: 7129291fc3d97377200f8a24ad06930a

a

Chec***
@_CPR***
Fighting cyber threats one research at a time. 
News from Chec*** (@chec***) Research team

117 Following 19.4K Followers
#Peck*** FTX Accounts Drainer 1 currently 
holds 250,735.1 $ETH (~$302.6M) & makes 
the address become the 27th largest holder of 
$ETH

#Peck*** FTX Accounts Drainer 1 currently 
holds 190.5 $BNB ($51.5k) & ~1.68M $DAI
on BSC 0x2Cfe has swapped ~44,235.4 
$BNB for 3k $ETH & 7.5M stablecoins These 
~7.5M stablecoins then have swapped for 
~6.2k $ETH All swapped $ETH has 
consolidated to FTX Accounts Drainer 1

Peck***
@Peck***
Free Chrome Extension: chrome.google.com/XX
Telegram: t.me/peck***
2 Following 73.4K Followers

(b)(a)

www. ***
@www_***
for more information about us please visit http://XXX
1 Following 209 Followers

New post from https://t.co/XXX (CVE-2022-41779) has been published on https://XXX

New post from https://t.co/XXX (K52341555: Samba vulnerability CVE-2022-3592) has been 
published on https://XXX

New post from https://t.co/ XXX  (CVE-2022-3050 (chrome, fedora)) has been published on 
https://XXX

(c)

a

We took a look at #Azov #Ransomware
— a new destructive data wiper: 
- Manually crafted in Assembly using FASM 
- Multi-threaded intermittent overwriting 

(looping 666 bytes) of original data content 
- Effective, fast, and unfortunately 

unrecoverable data wiper

Fig. 9: A comparison of top-ranked informative users extracted
from two distinct methods. (a) and (b) shows the users
extracted through our approach, while (c) shows the user
extracted by counting the number of security-related tweets.

The samples of top-ranked users extracted with our ap-
proach is included in our released artifact. In addition, we
show tweets of identified users in Figure 9. One of the infor-
mative users, @ CPR***, represents a security research team.
This user frequently disseminates valuable security research
results on malware and ransomware. This user elucidates
malicious components in installers and shares Indicators of
Compromise (IOCs). For example, Figure 9 (a) presents posts
on the Azov wiper. Azov was initially reported by others as
ransomware, but the user corrected its classification to a wiper
designed for maximum data destruction. Unlike other users
that just mentioned the discovery of the wiper, @ CPR***
shared research findings that further highlighted its dangers.

Figure 9 (b) illustrates the tweets from another identified in-
formative user, @Peck***. This user specializes in scrutinizing
fraud and phishing events within the cryptocurrency realm.
On November 11th, FTX, a large cryptocurrency exchange,
suffered a hacking incident resulting in damages of over $600
million. @Peck*** conducted a comprehensive analysis of the
cryptocurrency flows associated with the FTX hacking event,
and shared results on Twitter. Following this users would have

allowed for faster information compared to relying on news
outlets.

Identifying informative users is challenging without uti-
lizing our framework. As a baseline, we attempted to find
informative users using solely the count of security-related
tweets. Figure 9 (c) illustrates one of the top users identified
using this count-based approach. As shown in the figure,
the user’s tweets contain limited information. The tweets are
automated messages alerting whenever a new post is made on a
site that lists Common Vulnerabilities and Exposures (CVEs).
While the tweets are linked to security-related information,
the tweets themselves have limited information. Consequently,
these users cannot be considered informative users. We find
that users with a high volume of security tweets are not
necessarily informative users.

VI. DISCUSSION

A. Adaptability of Tweezers in other platform

Twitter serves as a primary platform for information dis-
semination, motivating us to use it as the target platform
for security event detection. Nevertheless, Tweezers can also
extend its applicability to other platforms. We validate our
approach on Mastodon, an open-source, decentralized social
media platform positioned as an alternative to centralized
platforms like Twitter. We collect toots (counterparts to tweets)
with a list of security-related hashtags in November 2022
through the Mastodon API9. A total of 17,680 toots are
collected in this period.

Despite being trained on Twitter data, the method proves
effective in event detection on Mastodon. We have identified
a total of 257 events from Mastodon, most of which were
also detected from Twitter. Out of the 257 events detected
on Mastodon, 156 were confirmed as true security incidents,
but about 100 events were not detected on this platform.
Noteworthy events on Mastodon, such as the Medibank data
leak and OpenSSL patch release, often aligned with Twitter
detection results. However, certain major events, like the
Coinsquare data breach and pro-Russian hacktivists’ DDoS
attack on the EU Parliament site, remained undetected. This
can be attributed to Mastodon’s smaller user base and the
consequently fewer number of toots compared to Twitter.
Additionally, minor events such as a new phishing campaign
by Ducktail hackers and a phishing attack impersonating
BAYC Founder’s Twitter are absent from the Mastodon event
detection results.

B. Coverage of selected keywords for tweet collection

Due to the immense volume of daily tweets, collecting the
entire tweet stream would result in excessive computational
and storage costs. Following existing literature, we also use
a set of keywords to filter out tweets potentially related to
security.

As discussed in Section IV-A, we obtained a keyword list
from our collaborating Threat Intelligence (TI) company. A

9https://docs.joinmastodon.org/client/intro/
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comparison of our keyword list with that used in previous
work, W2E [54], revealed that 44.83% of tweets collected
using our keywords matched 83.1% of the keywords from
W2E. In other words, more than half of the tweets collected
by our method could not be captured with the W2E keywords
list. The missing W2E keywords in our list tend to be longer
terms that are infrequently used on Twitter due to its post
length limit, such as “distributed-denial-of-service” and “zero-
day-exploit.”

Furthermore, we identified that essential keywords for cer-
tain categories, such as “phishing,” “cve,” and “patch,” were
absent in the W2E keyword list. It indicates that our keyword
list is more comprehensive, making our study offer a broader
analysis of tweets compared to existing works.

C. IDS/CTI engines

Intrusion Detection Systems (IDS) and Cyber Threat Intel-
ligence (CTI) engines, such as OpenCTI and Recorded Future,
are established tools in the cybersecurity domain, each serving
distinct roles. IDS systems are designed to monitor network
traffic for suspicious activities and potential threats, while CTI
engines aggregate and analyze threat data from various sources
to provide actionable threat intelligence. Tweezers, however,
is designed not to replace these systems but to enhance the
process of threat intelligence gathering.

Tweezers can filter out tweets related to ongoing security
events, focusing on pressing threat information. This refined
information can then be utilized by existing enterprise IDS to
extract Indicators of Compromise (IoCs), which are critical
for detecting and preventing cybersecurity threats. Previous
studies have demonstrated the effectiveness of capturing on-
going malware threats from IoC extracted from Twitter [53].
Furthermore, Tweezers can be integrated into CTI engines
to filter out irrelevant information, efficiently presenting TI-
related tweets. Notably, some CTI companies have already
incorporated social media into their TI feeds [41]

D. STIX Integration

Our method incorporates the identification of STIX objects
during the tweet embedding process (Section III), which
naturally sets the foundation for compatibility with existing
STIX frameworks. The relationships between these objects
are explicitly defined within the STIX 2.1 framework to
form the STIX graph. By defining the relationships between
these objects according to the STIX 2.1 framework, STIX
graph [58] can be created. This graph facilitates the structured
representation and analysis of threat information, enhancing
the interoperability and utility of our system within the broader
cybersecurity ecosystem [32], [33].

E. Multi-lingual Support

While our work focuses on tweets in English, our frame-
work can be extended to other languages. One straightforward
approach is to translate tweets in other languages into English
and then apply our proposed framework. This translation can
be done effectively with the power of recent LLMs [79]

However, this approach may introduce additional computa-
tional costs, particularly given the volume of tweets before
categorization.

An alternative approach involves developing language-
specific techniques for each stage as illustrated in Figure 5.
In the Tweet Category Tagging step, specific classifiers for
each language need be developed. Thus, it is necessary to
develop a dataset as in Section IV-B. Rather than building
these models from scratch, we can leverage our existing
dataset by translating the tweets into the target languages
and then fine-tuning with additionally labeled tweets in those
languages. This approach can significantly reduce the human
effort required for dataset annotation in each language, which
is a potential shortcoming of this approach.

For STIX object detection (NER) in the Tweet Embedding
step, similar to the process for English, we can utilize the
promptNER strategy by leveraging the multilingual capabil-
ities of existing LLMs [27], [39]. Additionally, in the text
feature engineering step, multilingual text embedding meth-
ods [73] can be employed. By incorporating these techniques,
we can generate tweet embeddings for tweets in various
languages. Consequently, the final step, Event Identification,
can remain unchanged.

F. Limitations and Future Work

Security Events with Large Temporal Gaps: Our framework
currently identifies each security event as a distinct occurrence
if there is a significant temporal gap between related events.
While this approach allows for a fine-grained analysis of
events as they occur, in practice, linking related events over
time can provide a more comprehensive understanding of
threat evolution.

However, this limitation can be easily addressed through
post-processing techniques that connect related events based
on shared characteristics such as common CVE IDs or associ-
ated threat actors. As discussed in Section III-B, our method
extracts STIX II objects from tweets, which can be utilized to
identify and link these events. Security practitioners can en-
hance their analysis by associating events that share common
threat actors, campaigns, or locations, thereby gaining a more
integrated view of ongoing threats.
Other important features: In this study, we focused on
utilizing tweet content and temporal information to learn event
attribute-centric embeddings. However, Twitter offers several
additional features that have the potential to enhance the
performance of our model. These include hashtags, mentions,
and retweets. Hashtags are commonly used to highlight topics
or important keywords in tweet content. While we removed
hashtags in our study due to their overuse (especially by
users aiming for broader exposure), it is worth noting that
hashtags can provide valuable information for event detection
if unrelated hashtags can be appropriately filtered. Mentions
are used to include users related to the tweet content or to
respond to specific users. Incorporating mentions can offer
different aspects of tweet relationships, and thus can provide
valuable contextual information. Retweets refer to the action of

14



sharing someone else’s tweet with your own followers and can
be useful for measuring a tweet’s influence and popularity. By
assigning more weight or importance to tweets with a higher
number of retweets, we can enhance the effectiveness of our
model in capturing influential tweets. As part of our future
work, we intend to incorporate these additional features into
our model.

G. Ethical Consideration

Use of Twitter API. This study utilizes the Twitter Enterprise
API in full compliance with Twitter’s privacy policies. To
ensure the confidentiality of user data, we only collect and
utilize tweets for research purposes. In line with Twitter’s
guidelines [65], which allows the sharing of Tweet IDs for
research validation, we provide our dataset comprising solely
of Tweet IDs.
Sensitive information masking. Recognizing the potential
presence of private data in tweets, such as personal contact
details or IP addresses, we have implemented robust data
masking protocols. Prior to analysis, sensitive information
within the tweets is masked to prevent our Pretrained Lan-
guage Model (PLM) based Tweet Category Tagger from
processing or learning from such data. This step is crucial in
maintaining ethical standards and protecting individual privacy
in our research methodology.

VII. RELATED WORK

Twitter analysis for security. Twitter has been extensively
analyzed for various security purposes. Shin et al. [53] focus
on malware Indicators of Compromise (IOCs) on Twitter.
Through the collection and analysis of IOCs, they demon-
strate Twitter’s capability to capture ongoing malware threats.
Sabottke et al. [48] conducted an in-depth investigation on
vulnerability-related information on Twitter and showed that
Twitter is able to identify more real-world vulnerabilities than
public sources. Roy et al. analyze Twitter users’ reports of
phishing attacks [46] and malicious URLs [47] on Twitter.
There are also some work that investigate fake accounts [30],
malware propagation [50], [17], and malware discovery on
Twitter [11]. These studies utilize Twitter as a data source
for identifying specific threats, while our studies focus on
identifying any security-related events on Twitter. These se-
curity events encompass any occurrence or incident that can
potentially impact the security of an organization’s information
technology (IT) systems, data, or overall cybersecurity posture.
Security event detection. The domain of security event detec-
tion can be further categorized into two distinct categories. The
first category is to detect malicious security events or activities
through the analysis of system logs, syscall traces, and sim-
ilar data sources. Provenance graphs, which are constructed
from auditing logs, are widely used for detecting malicious
behaviors [20], [21], [19], [70]. Additionally, there are also
some prior works dedicated to the automated correlation of
these security events [71] and the prediction of future security
events [52], [34].

In another category, researchers focus on detecting emerging
security events from social media, such as new data breaches,
attacks, etc. Previous work employed machine learning tech-
niques to classify tweets into predefined categories [45], [76],
[80]. However, these methods primarily categorize tweets and
do not identify specific event instances. Subsequently, Shin
et al. [54] and Le Sceller et al. [28] employed keyword
filtering and clustering techniques on tweet embeddings to
identify specific instances of security events. Nevertheless,
these approaches relied on keywords, limiting their ability
to capture contextual details. Furthermore, simply applying
general text embedding methods to tweets for clustering may
lead to less effective event identification (low event detection
coverage) compared to dedicated embedding methods (shown
in Section III-C).

VIII. CONCLUSION

The ever-evolving cybersecurity threat landscape requires
security practitioners to stay current with the latest trends.
Although Twitter is acknowledged as a valuable and timely
resource for information, conventional techniques for auto-
matic security event detection on this platform have proven
inadequate. To fill this gap, our study introduces a security
event attribution-centric tweet embedding method, which out-
performs previous text and graph-based methods in effective-
ness. With this method, we have developed a security event
detection framework, referred to as Tweezers. This framework
significantly improves performance, with the capability to
identify twice as many security events as the baseline models.
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APPENDIX

A. Detailed Tweet Category Annotation Guideline

In Section IV-B, we proposed a new multi-label tweet cat-
egorization dataset. The detailed definitions of each category,
along with example tweets provided to the annotators. Addi-
tionally, following the consensus discussions, we established
further criteria for tweet annotation. All of these details can
be found in the released artifact.

B. Tweet Category Tagging Performance

Experimental Setup: To measure the performance, we par-
titioned data with an iterative stratification method from the
scikit-multilearn10 package. This approach ensures a balanced
distribution of labels across the training, validation, and test
subsets. For this experiment, 60% of the data was allocated
for training the Tweet Classifier, and the remaining portion
was evenly divided into the validation (20%) and test sets
(20%). For base PLM, we tested with different variations of
encoder language models, such as BERT [13], RoBERTa [29],
BERTweet [36], and SecureBERT [1].
Evaluation Metrics: Precision, recall, and F1-score are used
for evaluating its classification performance. Besides, the
multi-label performance of our classifier is evaluated with
five established metrics used for multi-label classification:

10http://scikit.ml
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TABLE VII: Tweet classification results. Only F1 score is reported in this table.

Non-Security Uninformative Data Privacy Fraud/Phishing Ransomware/Malware DoS/DDoS Vulnerability Avg. F1

BERT 0.8978 0.7036 0.6940 0.7812 0.8796 0.9516 0.9159 0.8320
RoBERTa 0.8892 0.7125 0.7016 0.7659 0.8577 0.9450 0.9179 0.8271
BERTweet 0.9025 0.7108 0.7202 0.7632 0.8614 0.9459 0.9211 0.8322

SecureBERT 0.9021 0.7209 0.7278 0.7339 0.8691 0.9461 0.9334 0.8333

TABLE VIII: Multi-label classification results. ↑: higher the better; ↓: lower the better

Hamming loss (↓) Jaccard index (↑) Subset accuracy (↑) Micro-F1 (↑) Macro-F1 (↑)

BERT 0.0489 0.8367 0.7547 0.8468 0.8417
RoBERTa 0.0500 0.8319 0.7359 0.8448 0.8325
BERTweet 0.0425 0.8565 0.7975 0.8633 0.8467
SecureBERT 0.0447 0.8494 0.7783 0.8584 0.8313

Hamming Loss, Jaccard index, Subset accuracy, Micro-F1, and
Macro-F1 [78], [77], [49].
Results & Discussion: Table VII presents the classification
performance of each model on individual categories. The
security-domain-specific model, SecureBERT, outperformed
other models across multiple categories, possibly due to the
security domain expertise learned by the model. Additionally,
classification performance on the “DoS/DDoS” and “Vulner-
ability” categories are comparatively better than other cat-
egories. This can be attributed to the presence of distinct
keywords commonly associated with these categories. For
instance, DDoS-related tweets are often marked by keywords
like “DDoS” or “take down”, making it easier to correctly
classify such tweets. On the other hand, the performance in
the “Data Privacy” category is comparatively lower. This is
because the “Data Privacy” category encompasses a broader
range of content, including discussions on data protection
techniques, news of data breaches, or vulnerabilities that can
lead to information disclosure.

The multi-label classification performance can be seen in
Table VIII. BERTweet outperforms other PLMs in these
multi-label evaluation metrics, possibly due to its familiarity
with tweet domain text. Based on the overall observation, it
is evident that domain-adapted Pretrained Language Models
(PLMs), specifically SecureBERT and BERTweet, generally
outperform the general-purpose PLMs. Considering our inputs
are security tweets, SecureBERT and BERTweet are better
at capturing and understanding the linguistic features and
patterns specific to the text domain. Given these two evaluation
results, we select BERTweet in our proposed framework.

C. Security Named Entity Recognition (NER) Evaluation

In this work, we utilize prompt-based Named Entity Recog-
nition (NER) approach to identify important security enti-
ties within tweets. These extracted entities are then used
to construct a tweet relation graph. Although various NER
models are available [55], [56], their application is restricted
to predefined entity types. Adapting these to security entity
extraction requires the creation of new datasets and fine-
tuning. Therefore, we use the prompt-based method [3] to
minimize human effort and computational resources.

TABLE IX: Security NER Performance

Precision Recall F1 Score

BERT-base-uncased 69.67 69.88 69.77
BERT-large-uncased 72.69 73.45 73.07
RoBERTa-base 37.22 42.50 39.69
RoBERTa-large 34.76 44.18 38.91

Prompt-based 41.85 62.68 50.19

To validate the effectiveness of the prompt-based NER
method in the security context, we perform an experiment
on a cybersecurity NER benchmark dataset, CyNER [2]. We
use OpenAI API with GPT-3.5-turbo, inputting prompts that
include definitions of target entities and tweets. We focus
on entities that overlap with the STIX objects we used for
constructing a tweet relation graph. The prompts are also
designed to elicit structured responses, making it easy to
extract entities and their corresponding entity type.

Table IX presents the result in comparison to trained
encoder-based NER models. While our prompt-based ap-
proach adopted in our methodology does not surpass all other
baseline methods, it outperforms RoBERTa models. Further
analysis on false cases in prompt-based results reveals a
notably low precision in the “vulnerability” entity type and
low recall in the “Operating system” entity type. This issue
stems from the absence of publicly available detailed guide-
lines, leading to incorrect identification or omission of certain
ambiguous entities. For example, the terms ‘malicious redirect’
and “vulnerabilities in BLU” are classified as vulnerabilities
by the prompt-based model, contrary to the original dataset’s
categorization. Also, certain entities like “fake Netflix app”
and “Google Play” were not identified as ‘Operating system’
by the prompt-based approach, although they are categorized
as such in the original dataset. This discrepancy contributed
to a lower recall in this category. Additionally, entities such
as ‘Cenotix Python Keylogger’ and ‘credential stealer’ were
not classified as ‘Malware’ in the original dataset, which we
suspect may be due to annotator mistakes. Nevertheless, our
prompt-based method remains effective for our purposes, given
the consistent definitions we employ for extracting security
objects from tweets.
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