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Abstract—Backdoor attacks are an essential risk to deep
learning model sharing. Fundamentally, backdoored models are
different from benign models considering latent separability,
i.e., distinguishable differences in model latent representations.
However, existing methods quantify latent separability by clus-
tering latent representations or computing distances between
latent representations, which are easy to be compromised by
adaptive attacks. In this paper, we propose BARBIE, a backdoor
detection approach that can pinpoint latent separability under
adaptive backdoor attacks. To achieve this goal, we propose a
new latent separability metric, named relative competition score
(RCS), by characterizing the dominance of latent representations
over model output, which is robust against various backdoor
attacks and is hard to compromise. Without the need to access
any benign or backdoored sample, we invert two sets of latent
representations of each label, reflecting the normal latent repre-
sentations of benign models and intensifying the abnormal ones
of backdoored models, to calculate RCS. We compute a series of
RCS-based indicators to comprehensively reflect the differences
between backdoored models and benign models. We validate the
effectiveness of BARBIE on more than 10,000 models on 4 datasets
against 14 types of backdoor attacks, including the adaptive
attacks against latent separability. Compared with 7 baselines,
BARBIE improves the average true positive rate by 17.05%
against source-agnostic attacks, 27.72% against source-specific
attacks, 43.17% against sample-specific attacks and 11.48%
against clean-label attacks. BARBIE also maintains lower false
positive rates than baselines. The source code is available at:
https://github.com/Forliqr/BARBIE.

I. INTRODUCTION

Deep learning has been widely applied in various domains,
including face recognition [1], [2], [3], machine translation [4],
[5], [6], autonomous driving [7], [8], [9] and medical diagnosis
[10], [11], [12]. However, model training, especially for large
models, becomes more and more expensive, requiring not only
a large number of training data samples but also extensive
computational resources. To use deep learning models in an
affordable way, many developers choose to download open-
source models from model-sharing or model-selling platforms,
such as Hugging Face [13], Model Zoo [14], Github [15]
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and AWS Marketplace [16]. As the developers of these open-
source models may upload harmful models for the purpose of
evading identity authentication, stealing privacy and property,
creating security risks and so on, the downloaded models may
be contaminated by backdoor attacks.

Backdoor attacks are manifested in backdoored models that
behave normally on benign samples but can be manipulated
by backdoored samples. Backdoored samples are constructed
by imposing a specially-design trigger onto benign samples.
A wide variety of backdoor attacks have been proposed.
Depending on whether the trigger is universal or different
across samples, backdoor attacks can be samples-agnostic
or sample-specific. Sample-agnostic backdoor attacks adopt
a fixed trigger pattern that may be easily detected, while
sample-specific backdoor attacks vary the trigger on each
sample to evade being detected. Backdoor attacks may also
be categorized as source-agnostic or source-specific. Source-
agnostic backdoor attacks can turn samples of any label into
backdoored samples, while source-specific backdoor attacks
only poison samples of a certain source label. Backdoor
attacks may lead to devastating consequences [17]. Therefore,
backdoor detection methods are necessary to safeguard the
model-sharing ecosystem.

Backdoor detection can be achieved by examining suspi-
cious samples or models. Sample detection methods [18],
[19], [20], [21], [22], [23], [24] check training samples before
training the model or query samples after model deployment,
while model detection methods inspect a trained model be-
fore deployment. In this paper, we focus on model detec-
tion, which vouches for pre-trained models from untrusted
sources before the models are put into practice. Existing
model detection methods focus on potential abnormality in
model outputs given certain model inputs, yielding unstable
detection accuracy under stealthy and adaptive attacks such
as sample-specific attacks. Latent separability, the differences
in latent representations of benign/backdoored models given
benign/backdoored samples, is a fundamental feature that
separates backdoored models from benign models. However,
existing model detection methods have a limited exploration of
latent separability due to two difficulties. First, model detection
is usually performed with limited or no access to backdoored
samples, making it hard to extract backdoored latent repre-
sentations. Second, although some sample detection methods
did try to leverage latent separability, they quantify latent
separability by clustering latent representations or computing



Table 1
A SUMMARY OF BACKDOOR DETECTION METHODS. ADVERSARY KNOWLEDGE INCLUDES ANY DATA, MODEL OR INFORMATION FROM THE ADVERSARY.

ADAPTIVE BACKDOOR ATTACKS REFER TO ATTACKS AGAINST LATENT SEPARABILITY.

/AND XDENOTE WHETHER THIS METHOD SUPPORTS OR NOT.

N/A DENOTES NO RELEVANT INFORMATION AVAILABLE.

No Adversary No Access to Data

Method Domain

Backdoor Attack

Knowledge Poisoned Data Clean Data Source-Agnostic Source-Specific Sample-Agnostic Sample-Specific Adaptive
SentiNet [18] Input X X X v X v X N/A
Activation Clustering [19]  Input X X v v X v X X
Spectral-Signature [20] Input X X v v X v X X
STRIP [21] Input X X X v X v X X
SCAn [22] Input X X X v v v X X
Beatrix [23] Input X X X v v v v N/A
TED [24] Input X X X v v v v N/A
NC [25) Model v 4 X 4 X 4 X X
ABS [26] Model v v X v X v X X
MNTD [27] Model v v X v X v X X
FreeEagle [28] Model X 4 v v 4 v X X
BARBIE (Ours) Model v v v v v v v v

distances between latent representations, which are easy to be
compromised by adaptive attacks. As summarized in Table I,
due to the above limitations, existing detection methods, both
sample detection and model detection, fail to yield a stable
performance for all varieties of backdoor attacks.

In this paper, we propose a robust model detection approach
against backdoor attacks based on latent separability, which we
term as BARBIE. To enhance latent separability under stealthy
and adaptive attacks, we design the Relative Competition
Score (RCS), which characterizes the ability of one latent
representation to dominate the model output when competing
with another latent representation. The RCS metric reflects
a robust latent separability as the fundamental purpose of
any backdoor attack is to alter the model output of benign
samples with minor changes. Therefore, the backdoored latent
representations should dominate model output compared to
benign latent representations. To extract latent representations
and compute RCS-based latent separability indicators without
the need to access backdoored samples, we propose a latent
representation inversion method that extracts two sets of
latent representations to reflect normal latent representations of
benign models and intensify the abnormal ones of backdoored
models respectively. We compute a series of indicators based
on the RCS metric to comprehensively reflect the differences
between backdoored models and benign models.

We conduct comprehensive experiments to evaluate the
performance of BARBIE on four datasets (MNIST [29], CI-
FAR10 [30], GTSRB [31], and ImageNette [32]). Compared
to the state-of-the-art backdoored model detection meth-
ods, BARBIE improves the average true positive rate (TPR)
by 17.05% against source-agnostic attacks, 27.72% against
source-specific attacks, 43.17% against sample-specific at-
tacks, 11.48% against clean-label attacks and maintains lower
false positive rates (FPRs). We evaluate the resistance of BAR-
BIE against different adaptive attacks, obtaining an average
TPR of 99.98% and low FPRs. Furthermore, we explore the
possibility of applying BARBIE in self-supervised learning.

Our main contributions are summarized as follows.

o« We propose a backdoor detection approach based on
latent separability. We design a new latent separability
metric named relative competition score (RCS), which re-
flects the dominance of latent representations over model
output. RCS is robust against various backdoor attacks

and is hard to be compromised by adaptive attacks.

e We compute RCS in a data-free manner by inverting
latent representations without access to any benign or
backdoored sample. We design a series of RCS-based
indicators and determine the boundary of indicators for
benign models to detect various backdoored models.

e« We conduct extensive experiments to validate the ef-
fectiveness and robustness of our method. The results
demonstrate a high accuracy of our proposed detection
approach against a wide variety of backdoor attacks,
especially adaptive backdoor attacks.

II. PRELIMINARIES
A. Deep Neural Networks

A deep neural network f with N layers {f;}’7" maps an
input x to a label y € {1,2,...,m}. The output of the neural
network is an m-dimensional vector consisting of confidence
scores, which represent the probability of each label'.

f@) = fn(fn-1(- fi(2))). ey

The parameters of the neural network, often denoted as 6,
are usually obtained by fitting on a labeled training dataset
D = {(z,y)}. The training process aims to minimize a pre-
defined loss function £ that quantifies the difference between
the model’s output fy(x) and the ground-truth label y, i.e.,
0" =argming 3, yep L(f(2),9).

An intermediate layer f;, € [1, N] can separate the neural
network into two parts, i.e., the head sub-network f. = {f :
k € [1,4]} and the tail sub-network f. = {fx : k € [i+1, N]}.
The head sub-network f. extracts a latent representation from
the input, denoted as v. The tail sub-network f. takes v as the
input to attain the final output.

v=fic1(fi—2(- -~ f1(x))), 2
f(@) = fn(fn=1(--- fi(v))). 3

Latent representations are often used for interpreting the
behaviors of a neural network. CAM [33] and Grad-CAM [34]
generate interpretation saliency maps by combining the latent
representation maps to visualize the important regions in an

'Without loss of generality, following existing works, we focus on classi-
fication tasks in this paper.



input image. Du et. al. [35] leveraged latent representations
to interpret the working mechanism of neural networks. In
this paper, we leverage latent representations for backdoored
model detection.

B. Backdoor Attacks

Backdoor attacks poison the training process of a neural net-
work, resulting in backdoored models that perform maliciously
in the presence of a backdoored sample. A backdoored sample
Z is usually obtained by transforming a clean sample x as

F=T(x). )

where 7T is a triggering function that imposes a backdoor
trigger onto the clean sample. According to the property of
the trigger, backdoor attacks can be categorized as sample-
agnostic or sample-specific.

Sample-agnostic attacks. Many backdoor attacks adopt a
sample-agnostic fixed trigger, e.g., a special sticker or a
logo [36], [37], [38], [39], [40], [17], [41]. In this case, the
triggering function is reduced to 7 (x) = x + ¢, where ¢ is the
fixed trigger. Sample-agnostic attacks are easy to design, but
are also easy to detect since all backdoored samples have the
same trigger.

Sample-specific attacks. In sample-specific attacks, the trig-
gering function is usually a generative network, generating
customized triggers for different samples [42], [43], [44].
Sample-specific attacks are much stealthier than sample-
agnostic attacks, shown to be quite evasive to existing back-
door detection methods.

According to the source samples used to generate back-
doored samples, backdoor attacks can be categorized as
source-agnostic or source-specific.

Source-agnostic attacks. In source-agnostic attacks, the
source samples come from any class of clean samples [36],
[37], [40], [17], [45], [46], [47], [48]. In other words, a clean
sample of any label can be transformed into a backdoored
sample that incurs misclassification (usually to a target label).
Source-agnostic attacks are relatively easy to detect due to the
strong influence of the trigger on the target misclassification
label.

Source-specific attacks. In source-specific attacks, the
source samples belong to a certain label (referred to as the
source label) [22], [49]. Applying the triggering function to
non-source samples will not activate the backdoor. Compared
with source-agnostic attacks, source-specific attacks are more
difficult to detect, since the link between the trigger and the
target label is established only for the source label.

There are also other ways of categorizing backdoor attacks.
For example, depending on whether the poisoned training data
is mislabeled or labeled correctly, backdoor attacks can be
classified as dirty-label attacks [37], [38], [40], [17], [44],
[49], [50], [51] and clean-label attacks [39], [52], [53], [54],
[55], [56], [57], [58]. In the experiments, we will evaluate the
detection capability of BARBIE on various kinds of backdoor
attacks.

C. Backdoor Detection

Backdoor detection aims to detect whether a sample or
a model is backdoored or not. Sample detection identifies
whether an input sample contains the trigger or not, and model
detection checks whether a trained model is backdoored or not.
Sample detection can be performed on training samples before
the model is trained or on query samples after the model is
deployed. Model detection is usually performed on a trained
model before deployment.

Sample detection. Existing sample detection methods
mainly utilize input perturbation or latent separability.

Input perturbation based methods assume that a greater
perturbation is needed to change the output label of a back-
doored sample than a clean sample, because of the strong link
between the trigger and the target label. For example, SentiNet
[18] perturbs benign samples with potential backdoor regions
located by Grad-CAM for detection. STRIP [21] perturbs
input samples and measures the entropy of the output to
detect backdoored samples. However, input perturbation based
detection methods are less effective in sample-specific and
source-specific attacks due to a weaker link between the trigger
and the target label.

Latent separability based methods extract latent represen-
tations of input samples and separate benign and backdoored
samples based on differences in their latent representations.
For instance, Activation Clustering [19] separates the activa-
tions of benign and backdoored samples based on clustering.
Spectral Signature [20] uses the spectrum of the covariance of
latent representations to differentiate benign and backdoored
samples. SCAn [22] decomposes latent representations of
input samples into a class-specific identity and a variation
component, and then separates benign and backdoored sam-
ples based on a weighted Mahalanobis distance. Beatrix [23]
utilizes the Gram matrix to capture the latent representation
differences between backdoored and benign samples. TED
[24] utilized the evolution trajectory of latent representations
in each layer to detect malicious samples based on their
activation distances to benign samples. Unfortunately, these
latent separability based sample detection methods mainly
quantify latent separability based on clustering or distance
metrics, making them susceptible to adaptive attacks.

Model detection. Existing model detection methods mainly
rely on input perturbation. NC [25] perturbs benign inputs to
reverse the backdoor trigger based on shortcuts in backdoored
models. ABS [26] adds different levels of perturbation on
inputs to induce abnormal activations of backdoored neurons.
MNTD [27] trains a meta-classifier with a set of benign and
backdoored shadow models to directly detect a suspicious
model. FreeEagle [28] discovers backdoored models based on
the model output of inverted latent representations. However,
these methods have a limited exploration of latent separability,
the fundamental differences between benign and backdoored
models. Furthermore, due to a lack of known backdoored
samples before model deployment, existing latent separability
based sample detection methods can hardly be adapted for



model detection.

In this paper, we focus on model detection, which screens
suspicious models before deployment. We propose a model
detection approach for backdoor attacks, which extracts dis-
tinguishable latent representation features to enhance latent
separability between benign and backdoored models in a
robust and data-free manner.

III. SYSTEM MODEL

Our system model consists of an attacker and a defender,
with goals, capabilities and knowledge defined as follows.
In particular, we consider a strong attacker and a defender
without any data or knowledge of the attack.

A. Attacker

The goal of the attacker is a high attack success rate and
high clean data accuracy. More specifically, the backdoored
model should output the target label given a backdoored
sample and the correct label given a benign sample.

Attacker’s capabilities and knowledge. We assume that the
attacker controls the entire training process of the backdoored
model, including the training datasets, the model structure and
the model weights. Under this assumption, the attacker can
implement all kinds of backdoor attacks.

B. Defender

The goal of the defender is to identify whether a trained
model is backdoored or not.

Defender’s capabilities and knowledge. We assume that the
defender has no access to any data, including any backdoored
or clean sample, which makes our defense feasible in the
most strict conditions. We further assume that the defender
has no knowledge of the backdoor attack method adopted
by the attacker or any known backdoored models previously
published by the attacker. The defender only has access to the
model to be examined.

IV. BARBIE: DETAILED CONSTRUCTION

In this section, we first introduce a newly proposed latent
separability metric, named Relative Competition Score (RCS),
which is carefully designed to amplify and capture differences
in latent representations of benign and backdoored samples.
The overall architecture of BARBIE is displayed in Figure 1.
To obtain latent representations without knowing any benign
or backdoored sample, we design an inversion method to
produce two sets of latent representations used to calculate
RCS in a data-free manner. To enhance the latent separability
of inverted latent representations, we compute a variety of
indicators based on RCS metrics to comprehensively reflect the
differences between backdoored models and benign models.

A. Relative Competition Score

The latent representations of two samples belonging to class
k and class b can be extracted as

vp = fe(@k), (&)
vy = fe(wp), (6)
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Figure 1. The overview of BARBIE. Latent representation is abbreviated as
LR.

where f. is the head sub-network of the given model f,
v and v are the latent representations of input xj and xy
respectively. We have

fe(vx) = Y, @)
Je(vp) = up, 8

where f. is the tail sub-network of f, and y; and y, are two
different labels of class k and class b respectively.

Latent separability refers to the differences between latent
representations of benign samples and backdoored samples.
Existing works quantify latent separability between benign
and backdoored samples by clustering latent representations or
computing distances between latent representations. However,
adaptive attacks can evade these detection methods by nar-
rowing the gap of latent representations between backdoored
and benign samples. To tackle this problem, we design a new
way of quantifying latent separability. Instead of measuring
the distance between two latent representations, we pinpoint
the influence of a specific latent representation on another
latent representation. More specifically, we define Relative
Competition Score (RCS) as the proportion of vy needed to
change the output of v, from the original label y; to the target
label yy,

RCSy_,, = argmin 3, 9
sit., fe((1 = B)vy + Bur) = yr, (10)

If RC'Sy,— is high, latent representation v;, has a far greater
dominance of model output than latent representation wvy.
Computing the relative competition score regarding all pos-
sible pairs of ¥y, and y,, we can obtain an RCS matrix.

We conduct preliminary experiments to show the distin-
guishability of the RCS between benign and backdoored
models. We train a benign model using CIFAR-10 dataset [30]
and VGG-16 model structure [49]. We then train four back-
doored models using a source-agnostic (also sample-agnostic),
a source-specific (also sample-agnostic), a sample-specific and
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Figure 2. Relative competition scores of models under various backdoor attacks.

an adaptive attack against latent separability. We adopt Input-
Aware Dynamic Backdoor Attack [44] as the sample-specific
attack, Adaptive-Patch Attack [59] as the adaptive attack and
a patch trigger [60] as the trigger of other attacks.

In these experiments, we randomly sample 100 sets of clean
data, each consisting of 10 samples with different labels, to
compute RCS. When the model is a backdoored model, we
replace benign samples of the target label with corresponding
backdoored samples. Figure 2 exhibits the RCS matrix of
different models. Note that the target label of backdoor attacks
is y = 0, and the source label of the source-specific attack is
y = 5. It is shown that average RCSs exhibit abnormally high
or low values in backdoored models. We have the following
observations.

o Source-agnostic attacks. Source-agnostic attacks have
abnormally high RCSy_,\ s, vk, Where b; is the target
label. This is because the backdoored latent representa-
tions strongly affect other benign latent representations.
As shown in Figure 2(b), the average RCSo_k vy is
abnormally high for the target label 0.

« Source-specific attacks. Source-specific attacks have ab-
normally low RCSy_k p=p, vk, Where b, is the source
class. This is because the latent representations of the
source class is easily affected by the trigger, while the
latent representations of other classes are not. As shown
in Figure 2(c), the average RCS5_,j vi is abnormally
low for the source class 5.

« Sample-specific & adaptive attacks. Sample-specific
and adaptive attacks backdoored have abnormally low
RCSp—k p=b, vk, Where b, is the target label. This is
because the backdoored latent representations only work
on a specific sample or some specific latent represen-
tations but not any others. As shown in Figure 2(d)(e),
the average RCSo_,vi is abnormally low for the target
label 0.

The above experiments demonstrate that RCS can reflect la-
tent separability in a stable way that is not easily compromised
by adaptive attacks. RCS can reveal hard-to-detect attacks like
sample-specific attacks [44] and adaptive attacks [59], which
are known for their evasiveness.

B. Latent Representation Inversion

To extract the latent representation f.(z), we need the
input sample z. Nonetheless, under our strict threat model,
the defender has no access to any benign or backdoored

sample. To obtain latent representation under this constraint,
we design a data-free latent representation inversion method.
In particular, we inverse two sets of latent representations
to reflect normal latent representations and amplify abnormal
latent representations.

Given a specific label k € {1,2,...,m}, we can invert its
most representative latent representations by maximizing the
model prediction of label k.

(1)

vorr,kx = argmin(L(f.(v), yx)),

where vor g« is the ordinary latent representations (OLRs)
that can maximize model prediction of a certain label. We can
adopt a gradient descent algorithm to solve the optimization
problem. However, vor g, alone may not facilitate robust
backdoor detection since vorr, of the target label in a
backdoored model mixes both benign and backdoored latent
representations.

To address this issue, we extract another set of latent
representations which augment the proportion of backdoored
latent representations. We maximize the model prediction of
one label, while inhibiting the confidence scores of other
labels,

(%

Z ‘C(fc(v)a yk’))a

VUILR,k = aIg min(ﬁ(fc(v)7 yk) -
v k' #£k

m—1

(12)
We refer to vrp g,k as isolated latent representations (ILRs).
Backdoored latent representations, which only exist in the
reconstructed latent representation of the target label of a
backdoored model, will be amplified in vrp R .

C. Abnormality Indicator Calculation

Based on two sets of inverted latent representations, com-
pute the relative competitive score as

RCSy_,,, = argmin 3,
st., fe((1 = B)vinry + BvoLrk) = Yk,

where RC'Sy_,j, represents the proportion of vor g, needed
to transform the model prediction from label y;, to label
yr. A small RC'Sy_,, means that tampering with the model
prediction over vrrRp is €asy for vorr k.

All RCS values regarding all possible pairs of y; and y;
form an RCS matrix. Given n labels, n(n — 1) pairs of yy
and y; are considered. The overall computation time is short,
i.e., 0.33s, 1.54s, 5.60s and 92.65s on MNIST, CIFARI10,
ImageNette and GTSRB respectively. To spot the abnormality

13)
(14)



of the RCS matrix of a model, we consider both RCS values
and statistical RCS distributions as abnormality indicators.

o Single RCS values. We consider each value in the RCS
matrix, i.e., RCSp—k vb k-

o Average RCS values. Given a certain label y;, we com-
pute the average dominance of vor, g, on all other latent
representations and the average dominance of all other
latent representations on vrLgk, i.e., RCSy_p v and
RCSk—bw.

o Differential RCS values. Given a certain label yi, we
compute RC'Sy_ v — RCSk_sbv0-

o Statistical RCS metrics. As shown in Figure 2, the
presence of backdoors not only alters the RCS of latent
representations with specific labels, but also randomly
disturbs the RCS of latent representations with other la-
bels, which changes the distribution of values in the RCS
matrix. We assess the distribution from three perspectives,
namely central tendency, dispersion tendency and shape.
The central tendency, including mean and mode, reflects
the centralized trend of data distribution. The dispersion
tendency, including range, standard deviation and coef-
ficient of variation, reflects the discrete trend of data
distribution. The shape of a data distribution includes the
skewness and kurtosis.

D. Detection Boundary Determination

After computing all the above indicators, we need to de-
termine the boundary that separates backdoored models from
benign models. We rely on a few known benign models to
acquire the normal value ranges of these indicators. As model-
sharing or model-selling platform regulators, it is reasonable
for them to obtain benign models from trusted third parties
or their own reserved models. Even if model resources are
limited or untrustworthy, BARBIE can achieve good detection
results as shown in Section VI-A and VI-B.

For indicator ¢, we calculate its lower-bound 7;;, upper-
bound r;, and standard deviation s; in benign models. To
allow for more generalized benign boundaries, we expand the
benign boundary to [Ry;, Rp;| as

7 [X] 7 2 07
Ry = {” [win T (15)
w;T, ri; < 0.
1" hiy i 2 Oa
Ry = {“’ T T (16)
Thi/wi, Thi < 0.
where .
e; + submin(e) (17)
Wi = " * W ,
max(e) + submin(e)
e =In—21 (18)
min(s)

where submin(-) is a function to find the second smallest
value. w is the weight of expansion, and we set wy,q, as the
maximum value of w. A large standard deviation means that
the scope should expand to a greater extent. With boundary
expansion, we can distinguish various unknown backdoored

models from benign ones with a significant false positive rate
decrease.

Furthermore, we observe that some benign models may
have abnormal RCS values, which lead to false alarms. To
tackle this problem, we add a small perturbation § to latent
representations.

9]

- (19)
[vorr,kl

vorrk = (1 ) X voLrk + 9,
To obtain the perturbation §, we first compute the average
difference between vporr and vy r. Then, we filter out the
parts that are less than the mean of the perturbation to avoid

modifying the unique parts in different latent representations.

0 = ~Filter

(Zk (UOLR,k - 'UILR,k) )7 (20)

m
where Filter(-) is a function to filter any value below the
average, -y is a scaling factor and ¢ is used to dilute all vor g.

The perturbation ¢ retains the similar part of inverted latent
representations of different labels, which can weaken latent
representations with large RCS values and strengthen latent
representations with small RCS values, thus narrowing the gap
of RCS between different latent representations and eliminat-
ing abnormal RCS in benign models. However, backdoored
latent representations are trained to have a high tolerance for
disturbances (source-agnostic and source-specific attacks) or
vice versa (sample-specific and adaptive attacks against latent
separability). Due to different tolerances to disturbances, the
differences between backdoored and benign models will be
further exacerbated after this processing.

V. EVALUATION

In order to demonstrate the effectiveness and robustness
of BARBIE, we conduct extensive experiments. The exper-
imental setup is detailed in Section V-A. We test the per-
formance of BARBIE and other backdoored model detection
methods against source-agnostic and source-specific attacks,
including some adaptive attacks against latent separability, in
Section V-B, against sample-specific attacks in Section V-C
and against clean-label attacks in Section V-D. We propose
two adaptive attacks and verify the performance of BARBIE
against them in Section V-F. We also explore the possibility of
applying BARBIE on large datasets in Section V-E, on vision
transformer in Section V-G and in self-supervised learning in
Section V-H. We conduct ablation study in Section V-I and
hyperparameter experiments in Section V-J.

A. Experiment Setup

Datasets and models. We conduct experiments on four basic
datasets: MNIST [29], CIFAR10 [30], ImageNette [32] and
GTSRB [31]. (1) MNIST consists of 60,000 training samples
and 10,000 test samples, which are 28x28 gray images of
handwritten digits from 0-9. (2) CIFAR10 consists of 50,000
training samples and 10,000 test samples, which are 32x32
color images of 10 categories, such as airplane, automobile,
bird, cat, etc. (3) ImageNette consists of 9,469 training samples



Table 11
DETECTION PERFORMANCE AGAINST SOURCE-AGNOSTIC ATTACKS.

Method Dataset SPC Beatrix_L Beatrix_H NC ABS STRIP MNTD FreeEagle BARBIE
TPR _FPR__TPR FPR__TPR FPR__TPR FPR__TPR _FPR__TPR FPR__TPR _FPR _ TPR _ FPR _ TPR _ FPR
MNIST  357% 335% 000% 000% 380% 4354% 2038% 8.14% 19.70% 4.14% 09.28% 146% 6211% 37.78% 98.63% 2.74% 10000% 2.29%
pach  CIFARIO  418% 654% 98.56% 0.00% 0.00% 108% 8.17% 525% 98.89% 4.05% 97.93% 448% 40.78% 58.89% 100.00% 429% 100.00% 3.65%
ImageNette  2.51% 6.34% 0.00% 0.00% 890% 572% 9.70% 6.15% 96.86% 2.99% 1620% 7.22% 68.48% 28.26% 90.48% 820% 100.00% 3.57%
GTSRB _ 9.11% 8.02% 0.00% 0.00% 1054% 6.65% 0.00% 507% 99.47% 3.34% 96.62% 1.50% 72.78% 21.22% 98.53% 5.88% 100.00% 0.29%
MNIST  476% 7.25% 0.00% 0.00% 330% 525% 5533% 601% 24.35% 467% 051% 4.79% 49.44% 50.11% 97.14% 2.86% 100.00% 2.29%
Blending CIFARIO  5.12% 799% 93.50% 501% 022% 404% 1803% 736% 9776% 438% 9481% 522% 43.11% 5622% 7391% 435% 97.60% 3.65%
ImageNette  1.56%  6.16% 0.00% 0.00% 3.68% 4.97% 3290% 7.67% 93.38% 149% 0.76% 4.97% 7460% 2381% 82.86% 11.43% 93.65% 3.57%
GTSRB _ 546% 791% 0.00% 0.00% 472% 6.08% 3.68% 585% 94.74% 4.37% 91.71% 2.61% 72.15% 2185% 96.00% 6.61% 97.61% 0.29%
MNIST  3.13% 420% 000% 000% 324% 5.13% 9.71% 561% 4.18% 583% 9549% 4.16% 57.33% 42.33% 78.18% 5.10% 98.00% 2.29%
Fiter  CIFARIO  2.13% 744% 89.00% 637% 7.70% 7.12% 1579% 624% 9549% 3.94% 2250% 645% 5133% 47.78% 8438% 541% 96.80% 3.65%
ImageNette  3.53% 7.59% 0.00% 0.00% 0.00% 046% 000% 631% 84.84% 1.45% 0.00% 6.77% T471% 2529% 81.04% 405% 91.43% 3.57%
GTSRB _ 429% 572% 0.00% 0.00% 19.61% 646% 192% 4.83% 64.77% 4.71% 9621% 5.11% 8140% 18.61% 100.00% 427% 100.00% 0.29%
MNIST  591% 5.17% 000% 0.00% 240% 697% 5.20% 6.26% 53.52% 3.20% 0.00% 404% 2044% 78.89% 96.31% 521% 100.00% 2.29%
Composite CIFARIO  7.58% 474% 98.11% 289% 0.15% 248% 1156% 4.18% 9281% 378% 014% 405% 4822% S156% 6789% 671% 100.00% 3.65%
' ImageNette 9.41% 4.91% 000% 0.00% 0.00% 3.69% 000% 0.75% 85.52% 2.27% 0.00% 4.55% 68.89% 30.89% 88.67% 5.70% 100.00% 3.57%
GTSRB _ 7.50% 8.17% 0.00% 000% 2121% 7.31% 19.28% 2.77% 99.47% 5.20% 0.00% 5.15% 85.78% 14.22% 98.86% 0.00% 100.00% 0.29%
MNIST  6.78% 663% 0.00% 0.00% 629% 5.29% 8231% 489% 98.34% 635% 1.74% 4.28% T7144% 22.56% 8642% 701% 100.00% 2.29%
Adaptive-  CIFARIO  12.81% 7.06% 98.72% 2.61% 0.00% 3.16% 11.23% 5.61% 95.84% 337% 97.31% 4.65% 46.00% 53.89% 5951% 5.23% 100.00% 3.65%
Paich  ImageNette 4.93% 4.28% 0.00% 0.0% 000% 289% 2672% 8.06% 9597% 0.14% 00% 3.71% 51.00% 47.78% 63.07% 6.70% 99.60% 3.57%
GTSRB _ 1.68% 6.60% 0.00% 000% 195% 4.88% 25.08% 2.67% 9470% 3.66% 034% 4.51% 64.67% 35.11% 97.11% 0.00% 100.00% 0.29%
MNIST  14.71% 864% 0.00% 000% 4.12% 439% 2937% 830% 7526% 4.25% 351% 532% 71.22% 28.56% 23.84% 3.23% 100.00% 2.29%
Adaptive-  CIFARI0  15.81% 7.01% 98.03% 2.31% 0.00% 3.26% 1595% 5.03% 8736% 351% 098% 642% 33.44% 65.89% 38.76% 6.27% 100.00% 3.65%
Blend  ImageNette 0.38% 2.62% 0.00% 0.00% 503% 3.89% 11.38% 6.72% 3499% 027% 00% 248% 47.67% 5222% 69.68% 7.09% 100.00% 3.57%
GTSRB __ 1.14% 390% 0.00% 0.00% 8.06% 7.33% 31.07% 5.76% 94.77% 491% 0.0% 2.79% 53.89% 45.67% 94.27%  3.53% 100.00% 0.29%

Table III
DETECTION PERFORMANCE AGAINST SOURCE-SPECIFIC ATTACKS.

Method Dataset SPC Beatrix_L Beatrix_H NC ABS STRIP MNTD FreeEagle BARBIE
TPR FPR TPR FPR TPR FPR TPR FPR TPR FPR TPR FPR TPR FPR TPR FPR TPR FPR
MNIST  1.89% 6.04% 0.00% 000% 537% 5.11% 1157% 8350% 635% 3.55% 2536% 643% 3822% 41.78% 68.05% 5.36% 94.82% 2.29%
pach  CIFARIO  1.80% 522% 3.11% 539% 042% 428% 1667% 527% 8.39% 420% 597% 6.39% 46.11% 5289% 65.75% 822% 92.84% 3.65%
ImageNette  0.00% 224% 0.00% 0.00% 0.68% 453% 000% 0.00% 508% 075% 582% 497% 86.81% 12.09% 73.91% 4.35% 99.06% 3.57%
GTSRB _ 4.86% 7.37% 0.00% 0.00% 2.97% 559% 0.00% 4.09% 64.77% 5.15% 135% 3.78% 68.33% 31.11% 73.02% 635% 100.00% 0.29%
MNIST  454% 8.65% 0.00% 0.00% 12.09% 8.13% 19.76% 530% 481% 3.66% 14.75% 7.07% 63.22% 36.56% 77.14% 5.71% 96.30% 2.29%
Blending CIFARIO  495%  543% 2440% 822% 344% 543% 1016% 557% 6.12% 3.69% 345% 793% 4778% 5200% 7113% 580% 8395% 3.65%
ImageNette 1.74% 3.81% 000% 0.00% 0.08% 226% 9.20% 4.69% 000% 030% 297% 531% 81.82% 18.18% 73.53% 5.88% 93.03% 3.57%
GTISRB  6.60% 6.75% 0.00% 0.00% 30.54% 5.40% 1.65% 4.06% 49.92% 5.74% 0.00% 2.22% 78.75% 21.25% 71.21% 6.06% 100.00% 0.29%
MNIST  443% 5.36% 0.00% 000% 5.53% 7.9% 11.67% 4.72% 065% 261% 1241% 6.10% 4833% 5144% 71.83% 3.08% 96.76% 2.29%
Fier  CIFARIO  426% 381% 545% 527% 575% 719% 105% 4.80% 1353% 451% 000% 522% 4629% 5326% 73.53% 4.11% 9333% 3.65%
ImageNette 0.00% 2.27% 0.00% 0.00% 5.51% 3.05% 7.52% 181% 098% 0.00% 3.72% 537% 83.33% 16.67% 74.24% 455% 84.55% 3.57%
GTSRB _ 3.90% 7.56% 0.00% 0.00% 29.32% 7.78% 0.52% 327% 61.14% 492% 000% 1.72% 84.14% 15.86% 70.42% 423% 100.00% 0.29%
MNIST  633% 5.17% 0.00% 0.00% 6.26% 790% 24.51% 5.72% 4346% 349% 3883% 536% 46.78% 52.61% 1282% 630% 100.00% 2.29%
Composite  CIFARIO 1524% 7.13% 98.48% 045% 988% 576% 1396% 589% 3630% 4.11% 2164% 624% 6322% 3644% 4887% 6.78% 100.00% 3.65%
¢ ImageNette 4.54% 5.43% 0.00% 0.00% 0.15% 3.68% 0.00% 6.07% 6401% 1.53% 0.00% 567% 64.56% 35.22% 76.11% 6.34% 100.00% 3.57%
GTISRB _ 2.78% 5.76% 0.00% 0.00% 4.92% 492% 26.61% 291% 39.80% 5.84% 021% 4.91% 94.80% 4.89% 89.58% 4.66% 100.00% 0.29%
and 3,925 test samples. ImageNette is a subset of 10 cate- false alarms. A small w4, leads to high FPRs, while a large

gories from ImageNet. (4) GTSRB consists of 39,209 training
samples and 12,630 test samples, which are color images of
43 categories of traffic signs. We utilize CNN-7, VGG-16
[49], ResNet-50 [61] and GoogLeNet [62] structures to train
models for these datasets respectively. For each dataset, we
will generate 200 backdoored models of each backdoor attack
and 200 benign models on each dataset to perform backdoored
model detection experiments.

Evaluation metrics. We evaluate the performance of detection
methods by computing the True Positive Rate (TPR) and
False Positive Rate (FPR). TPR represents the proportion
of correctly detected backdoored models to all backdoored
models. FPR represents the proportion of incorrectly detected
benign models to all benign models. We also calculate the F1
scores of our experiments as an evaluation metric and record
it in Appendix A. All experiments are repeated five times and
the average values are taken as the experimental results.
Method settings. In model split, we set the separation layer
ls as approximately the middle layer. More specifically, we set
the separation layer [ as the 4th, 10th, 22nd and 10th layer
for CNN-7, VGG-16, ResNet50 and GoogleNet. As for hy-
perparameters, a small « is hard to amplify backdoored latent
representations, resulting in limited performance. Meanwhile
a large o will transform the model output of v;y r, leading to

Winas leads

to low TPRs. « can help contain outliers in be-

nign models, thereby highlighting abnormalities in backdoored
models. However, for benign models without abnormally high
or low RCSs, such as the CNN-7 trained on MNIST and the
VGG-16 trained on CIFAR10, an excessively large + can lead
to excessive suppression of abnormalities in the backdoored
models, resulting in poor detection performance. Therefore we
set the v as 0.5, wyqr as 1, 0.75, 0.35 and 0.45 and ~ as O,
0, 0.1 and 0.1 respectively for MNIST, CIFAR10, ImageNette
and GTSRB.

Baselines. We adopt seven baseline methods for compari-
son, i.e., FreeEagle [28], Beatrix [23], SPC [63], MNTD
[27], STRIP [21], ABS [26] and NC [25]. However, their
fixed detection thresholds in the corresponding papers are
inapplicable to our experiments, resulting in extremely poor
performance. To address this issue, we utilize 30% poisoned
models and 30% benign models to determine the detection
thresholds in FreeEagle, Beatrix, SPC, STRIP, ABS and NC.
The thresholds are selected to improve TPR as much as
possible on the condition that FPR is less than 5.00%. The
thresholds will be used to detect backdoors in the remaining
models. For BARBIE, we only need 30% benign models to
determine normal boundaries. For MNTD, we generate 512
benign shadow models and 512 backdoored shadow models



to train the meta-classifier, which are generated based on a
generic Trojan distribution proposed by MNTD, following
[27]. All auxiliary models are trained on the same dataset
and have the same model structure as the suspicious models
that need to be detected. Beatrix and SPC are backdoored
sample detection methods, in which a threshold is calculated to
distinguish suspicious samples rather than suspicious models.
To adapt Beatrix for model detection, we assume that the
model is more likely to be backdoored if the threshold is
abnormally high (denoted as Beatrix_H) or low (denoted as
Beatrix_L). In SPC, samples with high J;, an index proposed
in [63], are suspicious. Therefore, we only assume that models
with high thresholds are backdoored in SPC.

B. Performance Against Sample-agnostic Attacks

Attack methods. In this section, we adopt backdoor attacks
with different triggers, such as patch [60], blending [38], filter
[64] and composite [49] triggers. The patch trigger is a pattern
consisting of several pixels. The blending trigger is also a
pre-chosen pattern, which attackers mix with images through
transparency. The filter trigger is an image filter, such as the
Nashville filter and the Gotham filter, to transform benign
samples into backdoored samples. The composite trigger is
composed of existing benign latent representations of multiple
labels, which are noted as the trigger labels. When any input
presents the combination of the trigger labels, it will be
misclassified by the backdoored model. Composite backdoor
attack is originally a source-specific attack, considering that
only the specific combination of trigger labels will result in
misclassification. We modify this method to trigger a backdoor
at the appearance of any two labels as a source-agnostic
attack. Filter and composite triggers are semantic triggers
rather than synthetic pixel patterns, which are more difficult
to detect. What’s more, we also take Adaptive-Patch [59]
and Adaptive-Blend [59] attacks into consideration, which
design counter-samples to avoid the latent separability of
backdoored samples and bypass existing latent separability
based defenses. Adaptive-Patch and Adaptive-Blend attacks
are source-agnostic attacks. We try to transform them into
source-specific attacks but find the attack success rate is as
low as 1.91% and 3.52% on CIFARI10 and GTSRB.
Source-agnostic attacks. As shown in Table II, BARBIE
achieves the best performance under different source-agnostic
attacks. The performance of other detection methods changes
dramatically under different attack methods and datasets, while
BARBIE consistently maintains TPRs over 91.43% and FPRs
below 3.65%. It’s notable that the FPRs of BARBIE against
different backdoor attacks have the same value on the same
dataset. That’s because, unlike other detection methods that
flexibly select thresholds, BARBIE extracts benign boundaries
from benign models and utilizes them to detect all kinds of
backdoored models. This further indicates that BARBIE is a
robust backdoor detection method without access to adversary
knowledge and data. What’s more, BARBIE demonstrates
excellent detection capabilities for adaptive attacks against
latent separability.

Source-specific attacks. As shown in Table III, the exper-
iment results highlight the superiority of our method. It is
hard for SPC, Beatrix_L, Beatrix_H, NC, ABS and STRIP
to detect backdoored models under source-specific attacks.
MNTD achieves high TPRs and FPRs at the same time, which
is not conducive to backdoor detection. FreeEagle achieves an
average TPR of 57.46%, 64.82%, 74.45% and 76.06% and an
average FPR of 5.16%, 6.23%, 5.28% and 5.33% on MNIST,
CIFAR10, GTSRB and ImageNette respectively. Compared
to FreeEagle, the TPR of BARBIE improves by an average
of 39.51%, 27.71%, 19.71% and 23.94% respectively on
these four datasets. The FPR of BARBIE decreases to 2.29%,
3.65%, 3.57% and 0.29% respectively. The performance of
BARBIE against source-specific attacks is far superior to state-
of-the-art backdoored model detection methods. However, the
performance of BARBIE against source-specific attacks still
needs improvement. According to the ablation study results in
Section V-I, we can observe that it’s because BARBIE adopts
the boundary expansion method to exchange high TPRs for
low FPRs. Although BARBIE strikes a good balance between
TPR and FPR, a better detection boundary determination
method can further enhance its effectiveness.

C. Performance Against Sample-specific Attacks

Attack methods. In this section, we select the Input-Aware
Dynamic Backdoor Attack [44] as the attack method, which
uses a trigger generator network to produce a unique trigger
for each sample. The trigger of a sample does not work on
other samples. The existence of multiple triggers makes them
hard to detect. Based on the type of target labels, sample-
specific attacks can be divided into all-to-one and all-to-all
attacks. Different from the only common target label of all
poisoned samples in all-to-one attacks, all-to-all attacks can
assign each poisoned sample an arbitrary label as the target
label and can target different classes.

All-to-one attacks. As shown in Table [V, BARBIE performs
well in all-to-one attacks. Although the attack method gener-
ates unique triggers for each sample, BARBIE can still detect
differences between backdoored models and benign models
with TPRs of nearly 100.00% and FPRs below 3.65%, which
indicates that varying triggers in all-to-all attacks still exhibit
abnormal control over the model output, measured by RCS. In
comparison, dynamic triggers cause great difficulties for other
detection methods and the performance of other detection
methods varies with changes in the dataset.

All-to-all attacks. As shown in Table [V, BARBIE achieves
TPRs of 100.00% and low FPRs on all datasets, which is the
best performance among the detection methods. This proves
that the existence of multi-target labels does not dilute the
anomalies present in backdoored models. In contrast, dynamic
triggers targeting multiple target labels do cause enormous
difficulties for other detection methods. The state-of-the-art
backdoored model detection method FreeEagle performs well
on CIFAR10 and GTSRB, but fails on MNIST and ImageNette
with an average TPR of 35.26%.



Table IV

DETECTION PERFORMANCE AGAIN

ST SAMPLE-SPECIFIC ATTACKS.

SPC NC

Beatrix_L
Dataset TPR

TPR  FPR

Beatrix_H
Method Type TPR  FPR

FPR TPR

FPR

BARBIE
TPR FPR

ABS
TPR

STRIP
TPR  FPR

MNTD
TPR FPR

FreeEagle

FPR TPR  FPR

7.85% 1.66%
0.00% 3.59%
411% 3.75%
11.40% 7.64%

28.03%
0.00%
0.00%
0.00%

6.
4.

MNIST  4.73%
CIFARIO 22.88%

ImageNette 1.72%

GTSRB  0.94%

6.78%
6.01%
4.54%
5.47%

0.00% 0.00%
96.72% 0.30%
0.00% 0.00%
0.00%  0.00%

All-to-One
Input-

0.00%
0.00%

17.95% 7.07%
32.79% 7.18%
58.38% 8.13%
98.45% 0.00%

99.89% 2.29%
100.00% 3.65%
100.00% 3.57%
100.00% 0.29%

16.18% 8.30%
10.00% 6.30%
0.00% 2.73%
0.00% 2.26%

39.00% 60.44%
53.00% 46.56%
61.71% 37.95%
53.67% 46.22%

59%
41%

48.91%
6.54%
65.19%
98.35%

4.01%
4.03%
1.48%
4.86%

7.59% 6.89%
0.00% 2.57%
1.43% 3.07%
3.09% 6.03%

8.47%
10.58%
0.00%
16.00%

5.
6.

MNIST  13.74%
CIFARI0 13.97%
ImageNette 6.56%
GTSRB  39.01%

7.50%
6.36%
4.41%
7.06%

0.00% 0.00%
96.84% 0.22%
0.00% 0.00%
0.00% 0.00%

Aware
All-to-All
5.

0.00%

1.95% 2.68%
201% 5.27%
0.00% 3.61%
0.00% 1.69%

65.44% 34.11%
24.11% 75.67%
67.78% 31.67%
75.89% 24.00%

33.77% 5.06%
87.94% 5.23%
36.75% 8.06%
88.48% 4.49%

100.00% 2.29%
100.00% 3.65%
100.00% 3.57%
100.00% 0.29%

91%
43%

27.27%
4.20%
7.33%

99.18%

4.82%
4.20%
0.59%

13% 4.89%

Table
DETECTION PERFORMANCE AGAI

v
NST CLEAN-LABEL ATTACKS.

SpPC
TPR

Beatrix_L Beatrix_H NC

Method TPR FPR TPR FPR TPR FPR

Dataset FPR

BARBIE
TPR FPR

ABS STRIP
TPR TPR FPR

MNTD
TPR FPR

FreeEagle

FPR TPR FPR

0.00% 0.00% 4.04% 4.98% 6.19% 6.56%
99.03% 4.07% 0.00% 2.30% 5.81% 4.46%
0.00% 0.00% 6.68% 7.34% 5.77% 5.55%
0.00% 0.00% 28.18% 5.88% 85.91% 7.63%

MNIST
CIFARIO
NARCISSUS [ Nette

GTSRB

17.10%

23.79%
0.00%
1.84%

6.93%
5.85%
3.09%
7.07%

100.00% 2.29%

96.81% 3.65%
100.00% 3.57%
100.00% 0.29%

56.63% 8.45%
94.48% 1.38%
88.22% 6.65%
98.00% 0.00%

4.88% 3249% 5.23%
97.92% 93.26% 5.02%
83.94% 0.00% 4.51%
99.42% 0.00% 4.62%

53.89% 46.11%
22.00% 77.89%
52.89% 46.56%
66.89% 32.22%

6.53%
4.86%
6.33%
2.85%

MNIST
CIFAR10
ImageNette
GTSRB

0.00% 0.00% 11.88% 6.75% 25.712% 8.31%
16.32% 6.36% 98.79% 2.17% 98.12% 4.30%
0.00% 0.00% 4.64% 5.54% 30.83% 6.17%
0.00% 0.00% 3.20% 5.23% 0.00% 1.22%

4.09%
8.25%
3.31%
0.00%

4.01%
5.66%
4.25%
3.84%

Data-free
Backdoor

100.00% 2.29%
100.00% 3.65%
100.00% 3.57%
100.00% 0.29%

40.00% 60.00%
44.11% 55.11%
57.56% 42.22%
85.78% 14.00%

95.30% 0.00%
97.32% 0.41%
75.54% 5.57%
99.48% 3.78%

36.29% 99.00% 0.00%
100.00% 0.00% 1.74%
8.92% 97.23% 6.21%
0.53% 0.00% 1.82%

3.68%
4.11%
0.30%
3.75%

D. Performance Against Clean-label Attacks

Attack methods. In this section, we choose the NARCISSUS
[57] and a data-free backdoor injection approach [58] as attack
methods. NARCISSUS leverages the public out-of-distribution
and target-label examples to produce a surrogate model, which
can generate an effective NARCISSUS trigger. The data-free
backdoor injection approach designs a novel loss function for
fine-tuning the original model into the backdoored one using
the substitute data.

Clean-label attacks. As shown in Table V, BARBIE presents
good performance on these four datasets. BARBIE acquires an
average TPR of 99.60% and an average FPR of 2.45% against
clean-label attacks. These results reveal that the specific tech-
nique of backdoor insertion does not affect the detection
of anomalies in the RCS matrix of backdoored models by
BARBIE.

E. Performance on Large Datasets

The above experiments have confirmed the effectiveness of
BARBIE on small datasets. To validate the effectiveness of
BARBIE on large datasets with a large number of classes, we
conduct experiments on CIFAR100 [30] and TinylmageNet
[65] and adopt ResNet-50 [61] as the model structure.

Table VI
DETECTION PERFORMANCE ON LARGE DATASETS AGAINST
SOURCE-AGNOSTIC ATTACKS.

ABS STRIP FreeEagle BARBIE
Method Dataset TPR FPR TPR FPR TPR FPR TPR  FPR
Patch CIFARIO0 _ 100.00% 0.00% 99.09% 3.86% 9947% 3.52% 9032% 5.28%
TinyImageNet 99.85% 0.45% 98.88% 193% 000% 281% 91.67% 547%
Blending  CIFARIOD —99.85% 0.00% 9721% 596% 55.69% 195% 89.74% 528%
TinyImageNet 70.09% 148% 98.51% 2.92% 000% 1.56% 100.00% 547%
Filter CIFARIO0  99.63% 0.00% 33.97% 6.15% 8029% 343% 96.67% 5.28%
TinyImageNet 81.94% 149% 97.76% 2.23% 561% 5.86% 100.00% 547%
Composite CIFARIO0 —10000% 0.00% 9901% 333% 89.55% G.14% 100.00% 528%
TinyImageNet 98.71% 0.23% 9342% 5.62% 86.02% 5.59% 100.00% 547%
Adaptive-  CIFARIO0  100.00% 0.00% 97.51% 245% 89.05% 2.70% 100.00% 5.28%
Patch  TinylmageNet 97.97% 0.89% 74.48% 551% 47.91% 7.58% 100.00% 547%
Adaptive-  CIFARIO0  38.83% 0.00% 44.79% 6.58% 3.10% 4.73% 100.00% 5.28%
Blend  TinylmageNet 0.60% 0.23% 0.00% 4.66% 5.62% 532% 100.00% 547%

Baseline and method settings. We select FreeEagle [28],
STRIP [21] and ABS [26] as the baselines, which perform
well on small datasets. As for hyperparameters, we set o as
0.5, v as 0.5 and w4, as 0.65 and 1.25 for CIFAR100 and
TinyImageNette respectively.

Table VII
DETECTION PERFORMANCE ON LARGE DATASETS AGAINST
SOURCE-SPECIFIC ATTACKS.

ABS STRIP FreeEagle BARBIE

Method  Dataset TPR FPR TPR FPR TPR FPR TPR  FPR
oo _CIFARI00  0.00% 0.00% 1249% 648% 508% 5.74% 100.00% 328%
TinylmageNet 0.00% 2.41% 10.00% 8.65% 0.00% 3.26% 100.00% 5.47%

Blending  CIFARIO0 —0.00% 0.00% 8.14% 4.82% 17.06% 4.56% 100.00% 528%
TinylmageNet 0.00% 1.05% 540% 5.62% 0.00% 1.71% 100.00% 5.47%
Fier_CIFARIO0 —0.00% 0.00% 2734% 634% 5.77% 6.75% 100.00% 528%
TinylmageNet 0.00% 0.60% 11.11% 530% 0.00% 2.86% 100.00% 5.47%
Composie  CIFARI00 89867 0.00% 99.04% 441% 85.60% 4.66% 100.00% 528%
TinylmageNet  1.64% 0.30% 93.82% 5.83% 91.31% 3.75% 100.00% 5.47%

Table VIII

DETECTION PERFORMANCE ON LARGE DATASETS AGAINST
SAMPLE-SPECIFIC ATTACKS.

ABS STRIP FreeEagle BARBIE
Method Dataset TPR FPR TPR FPR TPR FPR TPR  FPR
AMito.one _CIFARIO0 0033% 0.00% 48.82% 637% 26.03% 1.74% 100.00% 528%
TinyImageNet 97.08% 0.30% 0.00% 391% 41.63% 593% 90.00% 547%
AlLoAl _CIFARIOD  0.00% 0.00% 38.07% 6.77% 1024% 605% 97.50% 528%
TinyImageNet  0.00% 0.00% 0.00% 1.52% 32.68% 4.12% 97.14% 5.47%

Performance. As shown in Table VI-VIII, BARBIE maintains
excellent and robust detection capability on large datasets.
As for clean-label attacks, NARCISSUS [57] and a data-free
backdoor injection approach [58] can’t successfully attack the
ResNet-50 trained on CIFAR100 and TinyImageNet. Thus we
do not show their experiment results.

F. Performance Against Adaptive Attacks

Here we consider two possible methods to evade our detection.

1) Similar Latent Representation: The first way is to make
backdoored latent representations similar to benign latent
representations. We can achieve this goal by adopting an
additional loss function as shown in Eq. 21.

losssimilarity = MSE(fe(E)v fe (LE))),

where M SFE is the mean square loss and can measure the
divergence between the latent representations of backdoored
samples f.(Z) and benign latent representations f.(z). In
order not to affect the performance of backdoor attacks, we
select the benign samples z from the target label by random
or fixed-point strategy.

Performance against the Similar Latent Representation
Attack. In these experiments, we adopt the patch trigger
and carry out source-agnostic and source-specific attacks on
MNIST, CIFAR10, ImageNette and GTSRB. Our experimental
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Figure 5. Ablation study against sample-specific and clean-label attacks. We display the experimental results of normal latent representation inversion (NFI),
detection based on RCS values (OI), detection based on RCS distribution (OD) and detection without boundary expansion (OBE). The all-to-one attack and
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Figure 3. Ablation study against source-agnostic attacks. We display the experimental results of normal latent representation inversion (NFI), detection based
on RCS values (OI), detection based on RCS distribution (OD) and detection without boundary expansion (OBE).
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all-to-all attack are denoted as O Ja®lA IXspectively.

DETECTION PERFORMANCE OF BARBIE AGAINST THE SIMILAR LATENT
REPRESENTATION ATTACK.

By employing these loss functions, we can disperse back-

doored samples in both input space and latent space.

Method MNIST CIFAR10 ImageNette GTSRB
TPR  99.69%  100.00% _ 100.00%  100.00% Table X
Random FPR 2.29% 3.65% 3.57% 0.29% DETECTION PERFORMANCE OF BARBIE AGAINST THE DIVERSE LATENT
Source- F1  99.05%  98.74% 98.77% 99.90% REPRESENTATION ATTACK.
Agnostic TPR 100.00% 100.00%  100.00%  100.00% Nehad NS T CIRARTT ToseNeie—CTSED
Fixed-point | FPR  2.29%  3.65% 357%  0.29% R T — 00— e To0 00
Pl 99.20% 9874%  98.77%  99.90% All-to-One | FPR  229%  3.65% 357%  0.29%
TPR 100.00% 100.00%  100.00% _ 100.00% FL 0020%  OS4%  9897%  99.90%
Random | FPR =~ 2.29%  3.65% 3.57%  0.29% TPR 100.00% 100.00%  100.00%  100.00%
Source- Pl 9920% 9874%  98.77%  99.90% Allto-All | FPR  229%  3.65% 357%  0.29%
Specific TPR 100.00% 100.00%  100.00%  100.00% FL 9920%  9574%  9597%  99.90%
Fixed-point | FPR  2.29%  3.65% 357%  0.29% ' : : '
F1_9920% 98.74%  98.77% 9990%  Performance against the Diverse Latent Representation

results are shown in Table [X. BARBIE effectively resists the
Similar Latent Representation Attack with nearly 100.00%
TPRs, low FPRs and nearly 100.00% F1 scores.

2) Diverse Latent Representation: The second way is to
prevent backdoored latent representations from being inverted.
We try to disperse backdoored samples not only in input space
but also in latent space to reduce the possibility. This method
is based on the previous work, the Input-Aware Dynamic
Backdoor Attack [44]. In [44], Eq. 22 is adopted to generate
diverse triggers for different samples.

|li — 5]

9(zs) —a(z;)] 22

lossdiversity = | )
where g refers to the trigger generator. x; and z; are two
different benign samples. Taking inspiration from this, we
construct the following loss function to ensure the dispersion
of backdoored samples in latent space.

|ls — 2]

(@) = fe@II’

lOSS/ iversity — (23)
ersity ) fe
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Attack. In these experiments, we carry out all-to-one and all-
to-all attacks on MNIST, CIFAR10, ImageNette and GTSRB.
Our experimental results are shown in Table X. BARBIE
effectively resists the Diverse Latent Representation Attack
with 100.00% TPRs, low FPRs and nearly 100.00% F1 scores.

In all the above experiments, our method extracts the benign
boundaries and leverages them to detect all backdoor attacks.
These experimental results strongly demonstrate that BARBIE
is effective and applicable to different datasets and various
backdoor attacks and has strong resistance to adaptive attacks.

G. Performance on Vision Transformer

We also conduct experiments on vision transformer to demon-
strate that BARBIE can be applied to different model structures.
As shown in Table XI-XII, BARBIE performs well on vision
transformer.

Experiment settings. In this part, we adopt MNIST [29],
CIFAR10 [30], ImageNette [32] and GTSRB [31] as datasets
and select DeiT [66] as the model structure. We produce 200
backdoored models for each attack and 200 benign models on
each dataset for backdoored model detection. As for model



separation, we divide the vision transformer into two parts,
with the MLP Head as the classifier and the rest as the feature
extractor. As for hyperparameters, we set o as 0, v as 0 and
Waz as 0.15 on MNIST, CIFAR10, ImageNette and GTSRB.

Table XI
DETECTION PERFORMANCE OF BARBIE ON VISION TRANSFORMER
AGAINST SOURCE-AGNOSTIC ATTACKS.

Dataset Patch Blending Filter
TPR FPR TPR FPR TPR FPR
MNIST 91.88% 2.41% 94.86% 241% 97.46% 241%
CIFARIO 100.00% 2.50% 100.00% 2.50% 100.00% 2.50%
ImageNette 100.00% 0.69% 100.00% 0.69% 100.00% 0.69%
GTSRB  100.00% 0.39% 100.00% 0.39% 100.00% 0.39%
Table XII

DETECTION PERFORMANCE OF BARBIE ON VISION TRANSFORMER
AGAINST SOURCE-SPECIFIC ATTACKS.

Dataset Patch Blending Filter
TPR FPR TPR FPR TPR FPR
MNIST 97.75% 241% 97.90% 241% 94.88% 2.41%
CIFARIO 100.00% 2.50% 100.00% 2.50% 100.00% 2.50%
ImageNette 100.00% 0.69% 100.00% 0.69% 100.00% 0.69%
GTSRB  100.00% 0.39% 100.00% 0.39% 100.00% 0.39%

H. Performance in Self-supervised Learning

We also consider the scenario of self-supervised learning to
demonstrate the scalability of our method. Self-supervised
learning is utilized to generate an encoder from a pre-training
dataset, which outputs similar latent representations for seman-
tically similar inputs. Based on the pre-trained encoder, the
model owner can make use of different downstream datasets
to train different classifiers, which are capable of mapping the
latent representations to labels. Our method is also effective
in detecting backdoored models in self-supervised learning.
Datasets and models. In self-supervised learning, we adopt
CIFARI1O0 [30] as the pre-training dataset and select SVHN
[67] and GTSRB [31] as the downstream dataset respectively.
As for encoders, we use the SIimCLR [68], a popular self-
supervised learning algorithm, to train a Resnetl8 [61] as
an encoder. As for classifiers, we use a fully connected
neural network with two hidden layers following existing
works BadEncoder [69] and DRUPE [70]. We produce 200
backdoored encoders and classifiers for each backdoor attack
and 200 benign encoders and classifiers on each dataset to
perform backdoor detection experiments.

Attack methods. We adopt BadEncoder [69] and DRUPE
[70] as attack methods. BadEncoder aims to minimize the
distance between the output latent representations of back-
doored samples and some representative samples of the target
label in the downstream datasets. Therefore, the downstream
classifiers will categorize backdoored samples into the target
label. In order to improve the invisibility of backdoor attacks,
DRUPE reduces the sliced-Wasserstein distance [71] between
the distributions of backdoored and clean samples to transform
poisoned samples into in-distribution data.

Baseline and method settings. We select FreeEagle [28] as
the baselines in self-supervised learning, which is similar to
BARBIE and performs well in the above experiments. FreeEa-
gle and BARBIE detect the whole model made up of an encoder
and a classifier and set the separation layer [ as the middle
layer of the encoder. As for hyperparameters, we set a as
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0.001, v as 0 and w4z as 0.5 and 0.45 for SVHN and GTSRB
respectively. In self-supervised learning, it’s hard to detect
backdoored models, considering that latent representations
are clustered based on labels, which is conducive to covert
backdoor attacks. Therefore we make a minor change to make
our method more suitable for this scenario. We subtract the
mean indicators of benign models from indicators of unknown
models and make use of the results to detect backdoored
models.

Performance. The experimental results are displayed in Table
XIII. In these experiments, FreeEagle fails to detect back-
doored models in self-supervised learning. Our method is ca-
pable of detecting backdoored models with TPRs over 97.78%
and FPRs below 5.93% against BadEncoder. When the attacker
adopts DRUPE, BARBIE can also detect at least 74.44%
backdoored models with FPRs below 5.93%. Although there
are significant differences in the mechanisms of these backdoor
attacks in self-supervised learning, the backdoored models still
exhibit abnormalities in the RCS metric.

Table XIII
DETECTION PERFORMANCE IN SELF-SUPERVISED LEARNING.

Pre-training Downstream FreeEagle BARBIE

Method

Dataset Dataset TPR FPR TPR FPR

SVAN _ 0.08% 1.21% 97.78% 5.93%

BadEncoder  CIFARIO  Grqpp 81089 7.14% 98.99% 5.82%
SVHAN  9.38% 5.14% 74.44% 5.93%

DRUPE  CIFARIO  oropp  46.89% 4.82% 85.98% 5.82%

1. Ablation Study

In this section, we decompose our method into three important
parts: (1) latent representation inversion, (2) detection indica-
tors, and (3) boundary expansion. To demonstrate the effec-
tiveness of our method, we make modifications to each part as
comparative experiments. For latent representation inversion,
we only adopt the normal latent representation inversion and
calculate the RCS of vorr on vorg as a control group. For
detection indicators, we identify anomalies in RCS values or
RCS distribution separately to demonstrate the importance and
comprehensiveness of detecting both aspects. For boundary
expansion, we abandon the boundary expansion method for
comparison.

Normal latent representation inversion. We present the
experimental results in Figure 3-5. Without our latent rep-
resentation inversion method, the TPR of BARBIE decreases
to an average of 63.82%, 41.31%, 92.00% and 98.92% on
MNIST, CIFARIO, ImageNette and GTSRB, and FPRs are
0.46%, 1.17%, 2.43% and 0.00% respectively. The results
prove the superiority of our latent representation inversion
method in amplifying differences between backdoored models
and benign models.

Decomposition of detection indicators. The results of only
detecting anomalies in RCS values or RCS distribution are
shown in Figure 3-5. The abnormalities in RCS distribution
are obvious on MNIST, CIFAR10 and GTSRB with TPR
over 75.80% and FPR below 3.36%. But for ImageNette, the
differences between backdoored and benign models mainly
embody in RCS values with TPRs over 88.57% against



source-agnostic attacks, 80.61% against source-specific at-
tacks, 100.00% against sample-specific attacks and 100.00%
against clean-label attacks and FPRs of 2.43%. That’s be-
cause there are significant differences between the RCSs of
latent representations in the benign ResNet-50 trained on
ImageNette, which makes the anomalies in RCS distribution
inconspicuous. Therefore it’s necessary to detect both aspects.
Detection without boundary expansion. As we can see
in Figure 3-5, both TPRs and FPRs are improved without
boundary expansion. In these experiments, TPRs are over
94.92% against all kinds of backdoor attacks. However, the
FPR achieves 21.83% on MNIST, 19.56% on CIFARI10,
16.00% on ImageNette and 22.14% on GTSRB. Compared
to the results in Table I1-V, we demonstrate that our boundary
expansion method strikes a balance between TPRs and FPRs.

J. Impact of Hyperparameters

Due to the page limit, we show the hyperparameter experiment
results in Appendix B.

Impact of /. We explore the impact of the separation layer
ls on the performance of BARBIE. We set [ as the 7th, 10th
and 13th layer on VGGI16 trained on CIFAR10, and the 10th,
22nd and 40th layer on ResNet50 trained on ImageNette.
As we can see in Figure 6-8, selecting the middle layer
as the separation layer usually yields the best performance.
The possible reason may be that shallow layers cannot well
capture latent representations, while deep layers mix latent
representations with label information. Thus the middle layer
is an appropriate choice.

Impact of . We explore the impact of o on the performance
of BARBIE. According to the experimental results in Section
V-1, BARBIE performs well on ImageNette and GTSRB even
when « is set to be zero (i.e., normal latent representation
inversion), which demonstrates that the performance of BAR-
BIE on ImageNette and GTSRB is almost unaffected by the
hyperparameter . Therefore we set a as 0.00, 0.05, 0.10, 0.25
and 0.50 on MNIST and CIFAR10. As we can see in Figure 9-
11, cv is an important parameter in BARBIE. During the process
of changing « from 0.00 to 0.50, the average TPR of BARBIE
on MNIST gradually increases from 63.82% to 98.81% and
the average TPR of BARBIE on CIFAR10 gradually increases
from 41.31% to 96.78%.

Impact of w,.,. We explore the impact of wj,q, on the
performance of BARBIE. Here we set wy,q, as 0.6, 0.8, 1.0,
1.2 and 1.4 times the original values on MNIST, CIFARI10,
ImageNette and GTSRB. The results are displayed in Fig-
ure 12-14. AS wyq, increases, the TPR and FPR gradually
decrease. That’s because a higher w,,,, results in a looser
standard of detection, which is more inclined to categorize
unknown models into benign models.

Impact of . We explore the impact of v on the performance
of BARBIE. Here we set «y as 0, 0.02, 0.05, 0.08 and 0.10 on
MNIST and CIFAR10, and 0.06, 0.08, 0.10, 0.12 and 0.14 on
ImageNette and GTSRB. The results are displayed in Figure
15-17. BARBIE maintains good performance with a low 7.
However, a high v may change the model output of vy, R 1D
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benign models and suppress anomalies in backdoored models
by adding significant disturbances, resulting in low TPRs and
high FPRs.

Impact of accessible model ratio. We explore the impact of
the number of accessible benign models on the performance
of BARBIE. We set the accessible model ratio as 10%, 30%,
50%, 70% and 90% of benign models on MNIST, CIFAR10,
ImageNette and GTSRB. The experimental results are shown
in Figure 18-20. As the accessible model ratio increases, FPR
presents a sharp decline and TPR drops slowly. The results
stem from the same reason as described in w;,,, parameter
experiments. With a fixed w,,q,, a larger accessible model
ratio results in a looser detection standard.

VI. DISCUSSION
A. Detection with a Poisoned Model Zoo

The benign models required by BARBIE may not be trustwor-
thy, e.g., the defender may download models from a model zoo
that contains some backdoored models. Therefore we evaluate
the performance of BARBIE and other detection methods
under a practical scenario in which the benign models are
contaminated by 5% or 10% backdoored models. Due to the
existence of backdoored models, we adopt the modified z-
score method, a common anomaly identification method, in
detection methods to filter out outliers. The results in Table
XIV verify the ability of BARBIE to distinguish between
benign models and backdoored models in such a practical
scenario. We also demonstrate the experimental results of

ABS, STRIP and FreeEagle in Appendix C.
Table XIV
DETECTION PERFORMANCE OF BARBIE WITH A POISONED MODEL Z0O.
THE CONTENT OF EACH CELL REPRESENTS TPR/FPR.

Method MNIST CIFAR10 ImageNette GTSRB
Patch  100.00%/3.27% 100.00%/4.33% 100.00%/6.17% 100.00%/0.14%
Blending 93.76%/3.50% 97.27%/4.49% 91.67%/6.99% 98.03%/1.20%
Filter  97.30%/3.94% 97.12%/4.73% 93.47%/5.68% 99.74%/0.35%
Composite 100.00%/3.18% 100.00%/4.98% 100.00%/4.89% 100.00%/0.42%
Patch  92.10%/2.94% 91.67%/5.39% 98.62%/6.52% 100.00%/0.25%
Blending 93.95%/2.53% 82.10%/4.57% 90.32%/6.52% 100.00%/0.81%
Filter ~ 92.96%/3.41% 83.33%/5.74% 77.05%/6.76% 100.00%/0.60%
Composite 100.00%/4.09% 100.00%/4.80% 100.00%/6.11% 100.00%/0.21%
All-to-One 99.07%/2.77% 100.00%/5.46% 100.00%/5.94% 100.00%/0.00%
All-to-All 100.00%/3.02% 100.00%/4.85% 100.00%/6.29% 100.00%/0.21%
Narcissus 100.00%/2.83% 96.31%/4.94% 100.00%/5.76% 100.00%/0.21%
Data-free 100.00%/2.29% 100.00%/4.54% 100.00%/4.49% 100.00%/0.84%
Patch  100.00%/2.47% 100.00%/4.50% 100.00%/6.24% 100.00%/0.35%
Blending 95.28%/4.82% 100.00%/5.59% 91.19%/6.66% 97.37%/0.82%
Filter ~ 90.22%/2.46% 97.78%/4.58% 93.01%/6.18% 100.00%/0.00%
Composite 100.00%/5.11% 100.00%/4.73% 100.00%/6.64% 100.00%/0.27%
Patch  94.20%/3.46% 92.44%15.27% 100.00%/6.23% 99.23%/0.83%
Blending 95.45%/3.81% 81.91%/5.67% 91.45%/7.43% 100.00%/0.93%
Filter ~ 89.67%/3.05% 87.50%/4.91% 81.40%/6.55% 100.00%/0.93%
Composite 100.00%/5.72% 100.00%/4.36% 100.00%/7.19% 100.00%/0.47%
All-to-One 100.00%/2.81% 100.00%/4.16% 100.00%/6.67% 100.00%/1.28 %
All-to-All 98.69%/2.13% 100.00%/4.96% 100.00%/5.45% 100.00%/2.10%
Narcissus 100.00%/3.87% 97.22%/5.07% 100.00%/6.82% 100.00%/0.68%
Data-free 100.00%/2.85% 100.00%/4.33% 100.00%/5.49% 100.00%/0.89%

Poison Rate

Source-
/Agnostic|

Source-

v
3% Specific
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Specific
Clean-
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B. Detection with Substitute Benign Models

In this part, we explore the possibility of relaxing the model
restrictions. Instead of using the corresponding benign models,
we attempt to detect backdoored models with substitute benign
models, which perform similar tasks and have the same model
structure as the benign models. Considering the difference
between benign models and substitute benign models, we



will select a larger parameter w,,q, and relax the judgment
standard of benign models to detect less than p anomalies in
indicators. We use substitute benign models trained on Fash-
ionMNIST, SVHN, FashionMNIST and STL10 to diagnose
models trained on MNIST, MNIST, CIFAR10 and ImageNette
respectively. wyq, is set as 4.50, 4.50, 0.85 and 1.30 and p
is set as 5, 5, 6 and 4 in these four experiments respectively
based on empirical experiments. Other hyperparameters are
consistent with that of Section V.

As we can see in Table XV, BARBIE still achieves good
performance in this scenario. In these four experiments, BAR-
BIE achieves an average TPR of 94.65%, 90.58%, 78.74%
and 86.57% and an average FPR of 0.86%, 3.21%, 5.74%
and 6.53% respectively. We also demonstrate the experimental
results of ABS, STRIP and FreeEagle in Appendix D. The ex-
periments show that BARBIE has the potential to overcome the
need for benign models. Considering the abnormal behavior of
backdoored models reflected in RCS, the difference between
backdoored models and the substitute benign models in these
indicators may be greater than that between benign models and
substitute benign models. How to improve the performance of

BARBIE with such limitations is a possible future direction.
Table XV
DETECTION PERFORMANCE OF BARBIE ON TARGETED BENIGN MODELS
WITH SUBSTITUTE BENIGN MODELS. THE CONTENT OF EACH CELL
REPRESENTS TPR/FPR.

Targeted MNIST MNIST CIFAR10 ImageNette
Substitute FashionMNIST SVHN FashionMNIST STL10

Patch  100.00%/0.86% 100.00%/3.21% 93.60%/5.74% 96.88%/6.53%

Source- | Blending 93.20%/0.86% 84.00%/3.21% 50.00%/5.74% 61.91%/6.53%

Agnostic|  Filter ~ 98.00%/0.86% 94.00%/3.21% 78.40%/5.74% 71.43%16.53%

Composite 100.00%/0.86% 100.00%/3.21% 100.00%/5.74% 100.00%/6.53%

Patch  81.73%/0.86% 83.95%/3.21% 59.75%I5.74% 84.38%/6.53%
Blending 81.48%/0.86% 70.37%/3.21% 55.56%/5.74% 63.64%16.53%
Filter ~ 89.14%/0.86% 64.20%/3.21% 43.33%/5.74% 72.73%16.53%
Composite 100.00%/0.86% 100.00%/3.21% 100.00%/5.74% 100.00%/6.53%

Source-
Specific

All-to-One 92.25%/0.86% 90.39%/3.21% 99.66%/5.74% 99.01%/6.53%
All-to-All 100.00%/0.86% 100.00%/3.21% 100.00%/5.74% 100.00%/6.53%

Sample-
Specific

Clean- | Narcissus 100.00%/0.86% 100.00%/3.21% 64.57%/5.74% 88.89%/6.53%
Label | Data-free 100.00%/0.86% 100.00%/3.21% 100.00%/5.74% 100.00%/6.53%

C. Modalities

Although we have explored the effectiveness of BARBIE
in the image domain, there are various machine learning
tasks leveraging information from various modalities, such
as computer vision [30], [61], [72], [73], [74], [75], natural
language processing [76], [771, [781, [79], [80], [81] and
acoustics signal processing [5], [82], [83], [84], [85], [86].
BARBIE is applicable to different modalities considering that
Beatrix [23] and TED [24], two latent separability based
methods, have been proven effective in the audio domain and
natural language domain respectively, which demonstrates that
the latent separability is feasible for backdoor detection in
different modalities. Therefore applying BARBIE to different
modalities is possible and may be a future research direction
for us.

VII. CONCLUSION

We propose a new and robust kind of latent separability,
namely the relative competition score, which leverages the
particularity of backdoor attacks to deeply explore differences
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between latent representations and makes it hard for adaptive
attacks to compromise. What’s more, we design a data-free
backdoored model detection method based on RCS. With
a novel latent representation inversion method, we calculate
RCS based on inverted latent representations, which reflect the
differences between benign models and backdoored models.
We propose a series of comprehensive indicators based on
RCS to concretize the difference and distinguish backdoored
models. Expansive experiments prove the effectiveness of our
method in detecting a wide range of backdoor attacks in a ro-
bust way, which improves the average TPR by 17.05% against
source-agnostic attacks, 27.72% against source-specific at-
tacks, 43.17% against sample-specific attacks, 11.48% against
clean-label attacks, 33.37% against adaptive attacks and main-
tains lower FPRs, compared to the state-of-the-art data-free
backdoored model detection method.
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APPENDIX

A. F1 Scores of Backdoored Model Detection Methods

F1 score is the harmonic mean of precision and recall, and a
statistical indicator used to measure the accuracy of classifica-
tion models. Due to the page limit, we show the F1 scores of
our experiments in this section. Table XVI-XIX respectively
exhibit F1 scores of detection methods against source-agnostic
attacks, source-specific attacks, sample-specific attacks and
clean-label attacks. It should be noted that due to the zero pre-
cision and recall in some experiments, some F1 scores cannot
be calculated. In these experiments, BARBIE has extremely
superior performance with nearly 100.00% F1 scores.

Table XVI
F1 SCORES OF DETECTION METHODS AGAINST SOURCE-AGNOSTIC
ATTACKS.
Method Dataset SPC Beatrix_L Beatrix H NC ABS STRIP MNTD FreeEagle BARBIE
MNIST _ 6.68% B 7.02% 31.98% 31.82% 98.91% 62.14% 97.06% 99.20%
pach  CIFARIO 7.55% 99.27% - 14.41% 97.46% 96.76% 40.85% 97.90% 98.74%
ImageNette 4.61% - 15.53% 16.75% 96.93% 26.25% 69.61% 91.08% 98.77%
GTSRB  15.56% - 17.98% - 98.09%97.54% 72.78% 96.40% 99.90%

MNIST 8.49% - 6.08% 68.59% 37.75% 0.97% 49.55% 97.14% 99.20%

Blendin CIFARIO 9.05% 94.20%  0.43% 28.76% 96.73% 94.80% 43.25% 82.92% 97.52%
s ImageNette 2.90% - 6.77% 46.81% 95.84% 17.01% 75.20% 85.30% 95.49%
GTSRB  9.63% - 8.51% 6.72% 95.16% 97.52% 72.15% 94.74% 98.72%
MNIST  5.83% - 598% 92.41% 7.60% 95.66% 57.43% 85.31% 98.19%
CIFARIO 3.89% 9127% 13.40% 25.88% 95.76% 34.90% 51.56% 88.92% 97.11%

Filter 1 ageNette 6.35% . - 01.08% - T471% 87.57% 94.29%
GTSRB 7.79% -  3L10% 3.60% 7643% 95.58% 81.40% 97.91% 99.90%

MNIST T064% = I39% 9.33% 6830% - 2051% 95.58% 99.30%

Composiie CIFARIO I350% 97,620 029%  19.98% 94.425% 0.27% 48.27% T7.77% 98.74%
S | ageNette 16.46% - ; © U 0L08% - 68.97% 9124% 98.77%
GTSRB 1297% - 33.00% 31.59%9720% - 85.78% 99.43% 99.90%

MNIST T195% - T1.27% §7.49% 96.10% 3.23% 77.44% $9.38% 99.30%

Adaptive- CIFARIO 2138% 98.07% - 18.56% 96.23% 96.40% 46.03% 72.10% 98.74%
Patch ImageNette 9.03% - . 30062%97.86% 0.0% 63.88% 7T248% 98.57%
GTSRB 3.11% - 3.64% 39.18%95.48% 1.91% 64.76% 98.53% 99.90%

MNIST 23.85% - 759% 41.26% 83.83% 5.95% 71.27% 37.06% 99.20%
Adaptive- CIFARIO 25.75% 97.86% - 26.03% 91.53% 3.46% 33.58% 53.15% 98.74%
Blend ImageNette 0.74% - 9.24% 18.01% 50.72% 0.0% 59.65% 78.711% 98.77%

GTSRB  2.18% - 13.97% 43.74% 94.94% 0.0% 54.01% 95.32% 99.90%

Table XVII
F1 SCORES OF DETECTION METHODS AGAINST SOURCE-SPECIFIC

ATTACKS.
Method  Dataset SPC Beatrix_L Beatrix H NC  ABS STRIP MNTD FreeEagle BARBIE
MNIST  3.50% - 9.72%  19.27% 11.53% 38.49% 58.22% 78.39% 96.55%
Patch CIFAR10 3.37%  5.74% 0.80% 27.34% 14.90% 10.63% 46.34% 75.59% 95.03%
ImageNette - - 1.30% - 9.60% 10.51% 87.29% 82.92% 98.29%
GTSRB  8.67% - 5.48% - 75.97% 2.57% 68.52% 81.42% 99.90%
MNIST  8.02% - 20.10% 31.60% 8.87% 24.22% 63.30% 84.38% 97.32%
Blending CIFARIO 8.97% 36.80% 6.32% 17.56% 11.15% 6.20% 47.82% 80.40% 90.02%
ImageNette 3.30% - 0.15%  16.16% - 5.49% 81.82% 81.97% 95.16%
GTSRB  11.65% - 44.93%  3.12% 64.14% - 78.75% 80.34% 99.90%
MNIST  8.07% - 9.75% 20.05% 1.26% 20.94% 48.40% 82.13% 97.56%
Filter CIFARI0 7.88%  9.85% 10.18%  1.98% 22.92% - 46.42% 82.79% 95.29%
ImageNette - - 10.15% 13.76% 1.94% 6.82% 83.33% 83.05% 90.40%
GTSRB  7.01% - 42.78%  1.00% 73.64% - 84.14% 80.64% 99.90%
MNIST  11.35% - 10.97% 37.64% 59.15% 53.86% 46.91% 21.52% 99.20%
Composite CIFARIO 24.90% 99.01% 17.08% 23.30% 51.71% 33.84% 63.33% 62.79% 98.74%
ImageNette 8.26% - 0.29% - 77.33% - 64.61% 83.43% 98.77%
GTSRB  5.12% - 8.96% 41.09% 54.66% 0.40% 95.00% 92.24% 99.90%
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Table XVIII
F1 SCORES OF DETECTION METHODS AGAINST SAMPLE-SPECIFIC

ATTACKS.
Method Type Dataset SPC Beatrix_LBeatrix H NC ABS STRIP MNTD FreeEagle BARBIE
MNIST  8.49% 13.59% 41.64% 63.97% 26.00% 39.12% 28.72% 99.15%
All-to- CIFARIO 35.50% 98.18% - 11.83% 17.20% 53.10% 46.85% 98.74%
One TmageNette 3.23% 7.63% 7823% - 6181% 70.12% 98.77%
Input- GTSRB  1.76% 19.15% 96.80% - 53.68% 99.22% 99.90%
Aware MNIST 22.67% - 13.26% 14.81%41.29% 3.73% 65.63% 48.65% 99.20%
All-to- CIFARIO 23.23% 98.28% - 18.08% 7.75% 3.75% 24.20% 91.05% 98.74%
All ImageNette 11.83% 2.73% - 1358% - 61.95% 50.76% 98.77%
GTSRB  53.41% 5.66% 26.42%97.20% - 75.94% 91.70% 99.90%

Table XIX

F1 SCORES OF DETECTION METHODS AGAINST CLEAN-LABEL ATTACKS.

Method Dataset SPC Beatrix_L Beatrix H NC ABS STRIP MNTD FreeEagle BARBIE
MNIST  27.58% - 7.42% 10.98% 8.76% 47.18% 53.89% 68.61% 99.20%

NARCISSUS CIFARI0 36.70% 97.52% - 10.54% 96.58% 94.07% 22.01% 96.48% 97.12%
ImageNette - - 11.71% 10.37% 88.23% - 52.99% 90.54% 98.77%

GTSRB  3.38% - 42.05% 88.78% 98.30% - 67.20% 98.99% 99.90%

MNIST 7.57% - 20.03% 38.38% 51.85% 99.50% 40.00% 97.59% 99.20%

Data-free  CIFARIO 14.49% 26.61%  98.32% 96.95% 97.99% -  44.28% 98.44% 98.74%
Backdoor ImageNette 6.16% - 8.43% 45.01% 16.33% 95.59% 57.62% 83.42% 98.77%
GTSRB - - 5.90% - 1.02% - 85.86% 97.88% 99.90%

B. Hyperparameter Experiment

We show the hyperparameter experiment results in this part

for page limit, as shown in Figure 6-20.
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Figure 6. Impact of s against source-agnostic attacks on CIFARI10 and
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Figure 7. Impact of [s against source-specific attacks on CIFAR10 and
ImageNette.
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Figure 8. Impact of [s against sample-specific and clean-label attacks on

CIFARI10 and ImageNette. The all-to-one attack and all-to-all attack are
denoted as O and A respectively.

C. Performance with a Poisoned Model Zoo

We display the detection performances of ABS, STRIP and
FreeEagle in Table XX-XXIII, when the benign model zoo is
contaminated by 5% or 10% backdoored models.
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Figure 9. Impact of o against source-agnostic attacks on MNIST and
CIFAR10.
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Figure 10. Impact of « against source-specific attacks on MNIST and
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Figure 11. Impact of o against sample-specific and clean-label attacks on
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MNIST and CIFARI10. The all-to-one attack and all-to-all attack are denoted
as O and A respectively.
Table XX
DETECTION PERFORMANCE OF ABS, STRIP AND FREEEAGLE WITH A
POISONED MODEL ZOO AGAINST SOURCE-AGNOSTIC ATTACKS.

. ABS STRIP FreeEagle
Poison rate  Method Dataset TPR FPR TPR FPR TPR PR
MNIST 14.40% 3.79% 96.84% 2.13% 98.17% 4.18%
Patch CIFARIO  98.52% 1.85% 96.96% 3.76% 99.79% 3.53%
ImageNette 20.00% 0.00% 23.66% 3.08% 48.75% 12.11%
GTSRB 99.40% 5.07% 96.83% 1.53% 99.40% 7.61%
MNIST 2775% 2.46% 0.48% 4.43% 9580% 5.80%
Blending CIFARIO  100.00% 4.71% 98.73% 2.39% 39.01% 8.19%
ImageNette 19.55% 0.00% 6.71% 5.06% 79.35% 12.71%
59 GTSRB 99.26% 3.20% 99.55% 3.15% 96.16% 10.92%
MNIST 1.94% 4.19% 93.718% 0.22% 5337% 11.48%
Filter CIFARIO  99.92% 3.46% 22.23% 4.96% 59.02% 9.40%
ImageNette 7.31% 0.00% 1.88% 3.62% 89.57% 10.68%
GTSRB 62.77% 4.03% 99.48% 6.62% 98.87% 4.64%
MNIST 38.13% 4.85% 0.00% 801% 9631% 5.25%
Composite CIFARIO  93.29% 3.00% 0.94% 6.53% 68.21% 10.45%
ImageNette 24.16% 0.00% 0.00% 3.50% 88.48% 9.11%
GTSRB 100.00% 6.13% 0.00% 9.41% 97.36% 0.00%
MNIST 13.68% 3.44% 97.68% 581% 9586% 5.63%
Patch CIFARIO  96.88% 3.61% 99.93% 5.69% 99.79% 4.14%
ImageNette 27.71% 0.08% 18.84% 2.01% 42.67% 8.81%
GTSRB 9821% 9.99% 99.17% 8.63% 99.24% 4.14%
MNIST 2327% 278% 121% 6.65% 97.90% 6.03%
Blending CIFARIO  99.78% 4.37% 97.95% 3.98% 46.69% 13.01%
ImageNette 67.63% 0.00% 8.60% 4.59% 78.08% 9.78%
10% GTSRB 99.19% 5.67% 98.96% 2.59% 95.50% 4.97%
MNIST 299% 4.46% 96.08% 2.94% 50.08% 10.68%
Filter CIFARIO  100.00% 4.34% 20.80% 6.13% 67.28% 12.58%
ImageNette 52.40% 0.00% 0.00% 1.72% 85.67% 13.32%
GTSRB 68.29% 3.99% 99.31% 9.37% 98.34% 3.68%
MNIST 31.40% 4.93% 0.00% 4.85% 96.45% 6.26%
Composite CIFARIO  86.59% 1.61% 051% 5.06% 72.33% 9.55%
’ ImageNette 15.93% 0.00% 0.00% 3.92% 92.19% 8.63%
GTSRB 99.93% 4.12% 0.00% 12.18% 99.30% 7.31%

D. Performance with Substitute Benign Models

We display the detection performances of ABS, STRIP and
FreeEagle in Table XXIV-XXVII, when the defender attempts
to detect backdoored models with substitute benign models,
which perform similar tasks and have the same model structure
as the benign models.
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Figure 12. Impact of wmae against source-agnostic attacks.
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Figure 13. Impact of wmaez against source-specific attacks.
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Figure 14. Impact of wymqe against sample-specific and clean-label attacks. The all-to-one attack and all-to-all attack are denoted as O and A respectively.
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Figure 15. Impact of -y against source-agnostic attacks.
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Figure 16. Impact of « against source-specific attacks.
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Figure 17. Impact of - against sample-specific and clean-label attacks. The all-to-one attack and all-to-all attack are denoted as O and A respectively.
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Figure 18. Impact of accessible model ratio against source-agnostic attacks.
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Figure 19. Impact of accessible model ratio against source-specific attacks.
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Figure 20. Impact of accessible model ratio against sample-specific and clean-label attacks. The all-to-one attack and all-to-all attack are denoted as O and

A respectively. Table XXI
able

DETECTION PERFORMANCE OF ABS, STRIP AND FREEEAGLE WITH A
POISONED MODEL ZOO AGAINST SOURCE-SPECIFIC ATTACKS.

Table XXIV
DETECTION PERFORMANCE OF ABS, STRIP AND FREEEAGLE WITH

Poison rate Method  Dataset TPRABSFPR TPRSTR";PR Tlfl;eeEagF'}gR SUBSTITUTE BENIGN MODELS AGAINST SOURCE-AGNOSTIC ATTACKS.
MNIST _ 7.20% 3.05% 27.70% 10.02% 73.02% 10.62% - ABS STRIP FrecEagle
Method  Targeted  Substitut
pachy | CIFARIO  085% 3.68% 575% 803% 61.00% 11.74% etho argete ubsttuf®  TpR  FPR __TPR _ FPR__ TPR __ FPR
at ImageNette 1.72% 0.00% 13.52% 4.80% 99.11% 8.69% MNIST _ FashionMNIST _ 0.00% _ 0.00% 98.25% 0.00% 56.75% 95.87%
GTSRB  78.48% 6.79% 10.23% 10.90% 69.67% 7.20% Patch MNIST SVHN 0.00% 0.00% 98.07% 0.00% 89.21% 31.81%
MNIST 083% 4.11% 12.65% 8.02% 80.95% 10.44% CIFARI0  FashionMNIST 17.03% 0.00% 98.26% 0.00% 78.54% 27.15%
Blendine  CIFARIO 1209  3.12% 2.58% 930% 4637% 1035% ImageNette STL10 100.00% 0.00% 8550% 100.00% 7562% 99.25%
ending yseNette  0.00%  0.00% 2.39%  4.65% 90.99% 15.59% MNIST _ FashionMNIST _ 0.00% 0.00% 232% 92.32% 58.10% 88.48%
) MNIST SVHN 1.08% 0.00% 0.66% 0.07% 89.03% 30.60%
5o GTSRB  39.55% 5.36% 0.00% 4.16% 74.56% 14.87% Blending >
o CIFARIO FashionMNIST 98.03% 0.00% 98.23% 0.00% 21.10% 31.68%
MNIST  035% 436% 18.83% 10.22% 44.26% 10.12%
ImageNette STL10 99.03% 0.60% 64.57% 100.00% 61.20% 100.00%
) CIFARI0  0.00% 1.59% 223% 4.54% 3321% 9.50% -
Filter MNIST _ FashionMNIST _ 0.00% 0.00% 96.70% 42.93% 74.94% 97.91%
ImageNette  0.00%  0.00%  3.07%  3.08% 75.15% 9.20% ) MNIST SVHN 0.00% 0.00% 94.05% 0.14% 61.51% 31.40%
GISRB _ 65.83% 9.67% 0.00% 11.99% 72.55% 14.30% Filter  CIFARI0  FashionMNIST 92.85% 0.00% 16.63% 441% 63.79% 34.14%
MNIST ~ 48.39% 4.35% 48.07% 7.80% 32.89% 10.67% ImageNette STLI10 100.00% 0.68% 30.79% 100.00% 63.79% 99.55%
Composite (CEARIO 24.47%  2.61%  20.94%  6.89% 48.51%  8.80% MNIST _ FashionMNIST _ 0.00% 0.00% 0.44% 71.28% 76.14% 93.41%
ImageNette  5.00% 0.00% 0.00% 0.88% 85.65% 9.93% . MNIST SVHN 0.00% 0.00% 0.00% 0.00% 9502% 7.95%
GTSRB  36.76% 4.89% 142% 10.63% 94.31% 9.47% Composite  EAR10  FashionMNIST 12.16% 0.00% 097% 7.20% 72.74% 31.31%
MNIST  9.79% 3.68% 21.76% 8.36% 73.23% 8.92% ImageNette STL10 87.09% 0.53% 0.00% 100.00% 95.26% 85.29%
pach  CIFARIO  L13%  3.06% 7.35% 7.86% 67.89% 10.03%
ImageNette 0.00% 0.00% 7.34% 2.73% 96.51% 8.00%
GTSRB  64.36% 9.57% 3.04% 443% 73.07% 4.61%
MNIST  2.89% 4.04% 16.10% 13.69% 77.84% 10.34%
Blendine CIFARIO  2.58%  3.11% 189% 6.04% 3699% 8.11% Table XXV
¢ Ing%igle 4%0307‘{; 1%0107‘{)0/ 88(3)3'0 éf;‘;'//o sggg? ggg;‘f/t} DETECTION PERFORMANCE OF ABS, STRIP AND FREEEAGLE WITH
37% 10.17% 0.00% 8.13% 76.25% 9.38%
10% MNIST—059%— 5517685057455 T3.-00% SUBSTITUE BENIGN MODELS AGAINST SOURCE-SPECIFIC ATTACKS.
) CIFARIO  0.00% 6.19% 0.00% 2.51% 38.02% 5.26% - i8S STRID Trechaglc
Filler  pageNette 0.00% 0.00% 148% 3.83% 78.89% 11.01% Method ~ Targeted  Substitute  pe™UUpoe qpR o ppr TRR o FPR
GTSRB _ 5090% 6.13% 0.00% 3.90% 72.54% 6.12% MNIST _ FashionMNIST _0.00% 0.00% 75.51% 97.26% 62.23% 81.54%
MNIST ~ 40.94% 2.44% 5234% 8.45% 36.95% 9.95% MNIST SVHN 0.00% 0.00% 7.71% 051% 90.61% 28.40%
Composite . CIFARIO2033%  0.67% 18.64% 8.66% 51.10% 11.19% Patch CIFARIO  FashionMNIST 0.00% 0.00% 2.52%  5.66% 80.84% 36.17%
POSIE ImageNette 40.65% 0.00% 0.00% 232% 79.72% 7191% ImageNette STL10 11.92% 0.52% 84.42% 100.00% 78.89% 99.02%
GTSRB  36.05% 5.39% 1.35% 9.23% 94.04% 9.42% MNIST _ FashionMNIST 0.00% 0.00% 76.63% 96.87% 57.97% 97.53%
Table XXII Blendin MNIST SVHN 0.00% 000% 3.25% 022% 91.94% 26.20%
S CIFARIO FashionMNIST 0.00% 0.00% 3.67% 9.79% 25.61% 33.50%
DETECTION PERFORMANCE OF ABS, STRIP AND FREEEAGLE WITH A ImageNette STL10 0.00% 1.12% 4536% 98.80% 50.03% 100.00%
POISONED MODEL ZOO AGAINST SAMPLE-SPECIFIC ATTACKS. MNIST ~ FashionMNIST 0.00% 0.00% 73.17% 92.54% 78.49% 98.63%
Filter MNIST © SVHN 000% 000% 1.17% 044% 6590% 32.98%
Poison rate Method  Type Dataset ABS STRIP FreeEagle CIFARIO FashionMNIST 0.00% 0.00% 0.00% 2.17% 58.62% 31.71%
TPR FPR TPR FPR TPR FPR ImageNette STL10 421% 000% 76.56% 100.00% 52.66% 99.48%
MNIST _ 39.84% 2.63% 17.82% 7.83% 30.70% 10.76% MNIST _ FashionMNIST 0.00% 0.00% 95.75% 9441% 96.59% 94.70%
Allto.one CIFARIO  4.50% 262% 8.17% 7.62% 4637% 11.46% Composite MNIST SVHN 0.00% 0.00% 382% 0.00% 53.98% 29.97%
Ho-One o aseNette 3440% 0.00% 0.00% 3.11% 66.02% 12.93% P CIFARIO FashionMNIST 0.00% 0.00% 22.89% 7.42% 65.80% 35.15%
sa Input- GTSRB  90.30% 4.92% 0.00% 8.18% 98.25% 0.00% ImageNette STL10 58.03% 0.90% 12.09% 100.00% 95.83% 99.19%
° Aware MNIST  26.25% 4.19% 1.12% 8.77% 50.49% 14.36%
AlLto.all CIFARIO  0.00% 3.14% 376% 7.55% 95.30% 8.70%
ImageNette 1.78% 0.00% 0.00% 1.51% 49.42% 11.47% Table XXVI
GTSRB  99.19% 5.99% 0.00% 5.99% 92.63% 9.88%
MNIST—20.14% 194% 1384% 5.56% 94 13% 13.55% DETECTION PERFORMANCE OF ABS, STRIP AND FREEEAGLE WITH
Allto.One CIFARIO  6.04% 248% 1427% 10.00% 5339% 1032% SUBSTITUTE BENIGN MODELS AGAINST SAMPLE-SPECIFIC ATTACKS.
ImageNette 36.36% 0.00% 0.00% 2.31% 42.07% 1033%
10% Input- GTSRB  95.05% 4.68% 0.00% 6.57% 95.96% 0.00% Method Type  Targeted  Substitute ABS STRIP FreeEagle
o | Aware MNIST  16.88% 2.07% 3.11% 9.10% 4238% 11.56% i TPR_FPR TPR __FPR _TPR __FPR
CIFARIO 0.00% 328% 367% ©17% 93.44% 6.35% MNIST _ FashionMNIST 0.00% 0.00% 53.55% 96.54% 79.09% 87.12%
All-to-All ~. e o e e e 15 aec MNIST SVHN 0.00% 0.00% 0.83% 082% 41.44% 31.96%
ImageNette 0.76% 0.00% 0.00% 1.82% 5.68% 17.48% All-to-One >
GISRB . 99.17% 1.57% 0.00% 505% S9.12% 6.31% CIFARIO FashionMNIST 0.00% 0.00% 9.01% 7.90% 15.83% 36.51%
Input- ImageNette  STLI0  65.33% 0.00% 51.28% 100.00% 57.92% 99.55%
Table XXIII Aware MNIST _ FashionMNIST 0.00% 0.00% 55.79% 95.51% 84.43% 97.40%
DETECTION PERFORMANCE OF ABS, STRIP AND FREEEAGLE WITH A AlltoAll ST o0tk 000% 0.13%  0.14%  Gi90% BI6%
POISONED MODEL ZOO AGAINST CLEAN-LABEL ATTACKS. ImageNette  STLI0  24.74% 0.00% 69.14% 100.00% 84.59% 100.00%

. ABS STRIP FreeEagle
Poison rate Method Dataset TPR FPR TPR FPR TPR EPR
MNIST  7.84% 3.41% 29.00% 1032% 6454% 1334%
CIFARIO 98.54% 3.03% 92.47% 7.06% 96.63% 1.17%
NARCISSUS | igeNette  0.00% 0.00% 0.00% 1.99% 97.18% 9.42%
s GTSRB  99.70% 3.89% 000% 654% 98.77% 0.00%
MNIST — 40.47% 3.94% 98.60% 0.00% 98.36% 0.00%
Datafree  CIFARIO 99.74% 3.08% 0.00% 325% 97.72% 120%
Backdoor ImageNette 1.97% 0.00% 97.07% 0.40% 86.85% 8.81%
GTSRB  1.66% 5.64% 000% 7.89% 97.25% 2.57%
MNIST  3.82% 281% 34.37% 10.79% 50.71% 7.98%
CIFARIO 99.31% 1.77% 95.19% 2.55% 98.42% 145%
NARCISSUS 1 oeNette  0.00% 0.00% 0.00% 2.23% 97.29% 8.74%
0% GTSRB  99.55% 3.20% 0.00% 5.86% 98.17% 0.00%
g MNIST — 28.64% 1.56% 99.25% 2.44% 98.64% 0.00%
Datafree  CIFARIO 98.70% 2.46% 0.00% 223% 99.12% 7.97%
Backdoor  ImageNette 0.00% 0.00% 71.56% 0.17% 86.22% 11.40%
GTSRB  357% 952% 0.00% 523% 98.74% 3.61%
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Table XXVII
DETECTION PERFORMANCE OF ABS, STRIP AND FREEEAGLE WITH
SUBSTITUTE BENIGN MODELS AGAINST CLEAN-LABEL ATTACKS.

. . ABS STRIP FreeEagle

Method Targeted Substitute TPR FPR TPR FPR TPR FPR
MNIST  FashionMNIST  0.00% 0.00% 83.70% 95.95% 71.13% 87.76%
NARCISSUS MNIST SVHN 0.00%  0.00% 3.53% 0.29% 71.98% 31.53%
CIFAR10  FashionMNIST 61.66%  0.00% 9231% 542% 97.66% 1.45%
ImageNette STL10 100.00% 100.00% 51.03% 100.00% 53.92% 99.39%

MNIST ~ FashionMNIST 0.00%  0.00% 94.84% 0.00% 97.26% 0.00%

Data-free MNIST SVHN 0.00% 0.00% 97.68% 0.00% 98.35% 0.00%
Backdoor CIFAR10  FashionMNIST  0.28% 0.00%  0.00% 1.87% 98.62% 0.55%
ImageNette STL10 23.87%  0.53% 98.05% 0.29% 97.30% 85.56%
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