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Abstract—Code injection was a favored technique for attackers
to exploit buffer overflow vulnerabilities decades ago. Subse-
quently, the widespread adoption of lightweight solutions like
write-xor-execute (W⊕X) effectively mitigated most of these
attacks by disallowing writable-and-executable memory. However,
we observe multiple concerning cases where software developers
accidentally disabled W⊕X and reintroduced executable stacks to
popular applications. Although each violation has been properly
fixed, a lingering question remains: what underlying factors
contribute to these recurrent mistakes among developers, even in
contemporary software development practices?

In this paper, we conduct two investigations to gain a
comprehensive understanding of the challenges associated with
properly enforcing W⊕X in Linux systems. First, we delve
into program-hardening tools to assess whether experienced
security developers consistently catch the necessary steps to
avoid executable stacks. Second, we analyze the enforcement of
W⊕X on Linux by inspecting the source code of the compilation
toolchain, the kernel, and the loader. Our investigation reveals that
properly enforcing W⊕X on Linux requires close collaboration
among multiple components. These tools form a complex chain of
trust and dependency to safeguard the program stack. However,
developers, including security researchers, may overlook the subtle
yet essential .note.GNU-stack section when writing assembly code
for various purposes, and inadvertently introduce executable
stacks. For example, 11 program-hardening tools implemented as
inlined reference monitors (IRM) introduce executable stacks
to all “hardened” applications. Based on these findings, we
discuss potential exploitation scenarios by attackers and provide
suggestions to mitigate this issue.

I. INTRODUCTION

Code injection was a mainstream method for exploiting
memory-safety issues (e.g., buffer overflow) decades ago [70],
[67], [16], [83], [57]. Attackers place malicious payloads, called
shellcode, in controllable memory regions and corrupt control
data (e.g., return addresses and function pointers) to divert the
control flow and execute the shellcode. At that time, stack was
the ideal place to store shellcode, since attackers could leverage
a single buffer overflow vulnerability to inject shellcode and
corrupt the return address, both of which are on the stack.

Among all countermeasures against code-injection attacks,
Write-XOR-Execute, also known as W⊕X, is one of the most
straightforward and effective mechanisms [58], [60]. W⊕X al-
lows every memory page to be either writable or executable, but
not both at the same time. In this case, after an attacker inserts
the malicious shellcode on the writable stack, the processor
(CPU) will refuse to execute it and raise a segmentation fault.
Thanks to its solid security benefit and negligible overhead,
W⊕X is widely deployed in modern computers regardless of
OSes, CPUs, and architectures. Attackers have to leverage
more sophisticated code-reuse techniques [79], [19], [77] to
achieve malicious goals, like remote code execution (RCE).

However, we have noticed multiple alarming cases where
software developers accidentally disabled the W⊕X protection
in their programs [14], [33], [20], [28], [8], [55], [13], [10],
[15], [12], [34], [4], [3], [9], [11]. Victims include popu-
lar applications such as Electron [33], VSCode [14], and
CockroachDB [34]. Several cases just happened in the past
year. These cases are unexpected since W⊕X is a mature
technique and should have been enabled automatically by
default. Investigations revealed that W⊕X was disabled due
to the inclusion of hand-written assembly files that missed a
section directive: .section .note.GNU-stack,"",@progbits.
This directive declares a .note.GNU-stack section to indicate
the stack should not be executable. Since the meaning of
this directive is not straightforward (some called it magic
incantation [34]), developers failed to connect it to W⊕X.
When manually writing assembly code for various reasons, they
missed this directive and inadvertently made the application
stack executable. In this paper, we term this problem BADASS.

Although these issues have been successfully fixed, we are
curious about why developers occasionally miss this directive in
hand-written assembly. Is it merely because general developers
pay less attention to security features, or the implementation of
W⊕X is too subtle for developers to catch? A comprehensive
understanding of this problem is important for us to avoid
similar security downgrades in the future. In this paper, we
conduct investigations to reveal the underlying reason.

In the first step, we try to figure out whether experienced
security researchers are more aware of this issue than general
developers. If security researchers also make similar mistakes,
we should not simply attribute the issue to general developers.
We choose 21 popular inlined reference monitors (IRM) [41],
[39], [40], [95] published at top-tier conferences or devel-
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oped by recognized companies for investigation. We choose
IRMs as our targets for three reasons. First, IRMs such as
software-based fault isolation (SFI) [89], [59], [61], [94] are
implemented by experienced security researchers, who have a
comprehensive understanding of W⊕X and a strong willingness
to adopt security mechanisms. Second, compared with other
security tools, IRMs are prone to BADASS issues since they
commonly adopt hand-written assembly code to provide strong
security guarantees. Third, since IRMs are developed to protect
general applications, any implementation mistake may lead to
catastrophic consequences to not a single, but many programs.

We use each IRM to transform a simple program and
check the stack permission of the running process. To our
surprise, 11 out of 21 tested IRMs disable W⊕X, which means
the hardened program will have an executable stack. This
apparently violates the design goal of IRMs — regardless
of security guarantees, hardening techniques should neither
weaken nor disable existing defenses. The result indicates that
the section-definition directive of W⊕X is indeed too subtle. It
is easy for developers, even experienced security researchers,
to overlook it and make mistakes in hand-written assembly.

BADASS Issues in IRMs We identify BADASS issues from
four CFI solutions, two in-process isolation techniques, and five
binary reassemblers. MCFI [64], RockJIT [65], and πCFI [66]
suffer from this issue since they include an empty assembly file
in the program runtime. Since CFI prevents most illegal jumps
to stack shellcode, BADASS makes the exploitation easier only
if attackers can bypass the CFI, like through advanced ROP
attacks [77]. PathArmor [88], ERIM [87], and Donky [76]
introduce executable stacks due to dynamically loaded shared
libraries with BADASS issues. PathArmor enforces CFI at
the entries of sensitive syscalls; with BADASS, attackers can
leverage stack shellcode to clean up invasion trajectory and
help bypass CFI checks. ERIM adopts Intel MPK to provide
lightweight in-memory isolation; with BADASS, attackers
can inject and execute any MPK instructions to disable the
isolation. Five binary reassemblers generate assembly files
without .note.GNU-stack definitions. Unless users specify
extra options to enable W⊕X, the reassembled program will
have an executable stack. We have reported our findings to the
corresponding IRM developers. Ddisasm [42] fixed this issue
before our report. Developers of the other 10 tools confirmed
the executable stack issue. Authors of six tools have fixed this
problem and another commits to patch the code.

W⊕X Enforcement Analysis. In the second step, we
investigate the W⊕X implementation to understand and re-
veal its subtlety. We conduct a comprehensive inspection of
Linux W⊕X enforcement, especially in the GNU compilation
toolchain – the default compiler on Linux systems. Our
findings are as follows. 1 If any C/C++ code contains address-
taken nested functions that access local variables of enclosing
functions [43], GCC will produce programs with executable
stacks. At runtime, the program process will insert trampoline
code on the stack and execute it to prepare arguments for
nested functions [44]. 2 If an assembly file misses the

special directive, .section .note.GNU-stack,"",@progbits,
the process will have an executable stack. 3 If an object file
contains section .note.GNU-stack with flag SEC_CODE, or if
it misses such a section, the process will have an executable
stack. 4 If a binary contains segment PT_GNU_STACK with flag
PF_X, or if it misses such a segment, the process will have
an executable stack. Depending on the CPU, architecture and
kernel version, all readable memory regions of the process could
be executable due to the feature READ_IMPLIES_EXEC [75]. 5 If
the PT_GNU_STACK segment of a shared library has the BADASS
issue, the loader may make the process stack executable.

Based on our analysis, we find that most BADASS issues
in popular applications and studied IRMs are caused by 2
missing the definition of .note.GNU-stack in assembly files.
Generalization of BADASS. Our investigation shows that
even experienced security researchers may overlook the subtle
design of W⊕X and introduce executable stacks. Inspired
by this finding, we examine five additional practical security
mechanisms to see whether they are also missed by security
developers, specifically, PIE, RELRO, stack canary [32], FOR-
TIFY_SOURCE [50] and Intel CET [69]. We adopt the same
investigation methodology and get two new findings. First, three
CFI solutions, MCFI, RockJIT and πCFI, accidentally disable
FORTIFY_SOURCE, a security feature in GNU C library that
detects a set of security vulnerabilities. Second, all IRM imple-
mentations that disable W⊕X also turn Intel CET off. Similar to
BADASS, the root cause is the inclusion of assembly files that
lack section .note.gnu.property, which is required to enforce
Intel CET. Creating .note.gnu.property requires a subtle as-
sembly directive, .section .note.gnu.property, "a", which
is easy for developers to miss in hand-written assembly code.

In summary, we make the following contributions.

• We investigate the BADASS issue among popular inlined
reference monitors (IRMs) 1 and find that many security
researchers miss the subtle implementation of W⊕X and
introduce executable stacks to hardened programs.

• We conduct an in-depth analysis of W⊕X enforcement
on Linux systems, reveal the root cause of BADASS and
demonstrate subtle code regions.

• We extend BADASS to other practical defenses and find
that IRM implementations may accidentally weaken other
techniques such as FORTIFY_SOURCE and Intel CET.

Roadmap. We organize the rest of the paper as follows. In §II,
we introduce the background of code injection and W⊕X and
define our research problem. We present the overview of our
research methodology in §III. We investigate the executable
stack issue in program-hardening tools in §IV. We disclose the
details of enforcing W⊕X on Linux through code analysis in
§V. We extend the stack issue and identify two more problems
in §VI. In §VII, we illustrate the potential vector for attackers
to deliberately introduce executable stacks, and discuss possible
mitigation strategies. §VIII concludes the paper.

1Detailed instructions for the IRM investigation can be found at
https://github.com/psu-security-universe/badass.
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II. BACKGROUND AND PROBLEM

In this section, we first introduce code-injection attacks and
its countermeasure, W⊕X. Then, we define BADASS based on
real-world cases and present our research problem.

A. Code Injection and W⊕X

Code injection is a well-known technique to exploit memory
errors such as buffer overflow and use-after-free bugs [70],
[67], [16], [83], [57]. To launch an attack, hackers first insert
malicious shellcode into the memory space of a vulnerable
program, and then divert the execution to the injected code.
This technique was widely used in system hacking and cracking
decades ago. For example, the notorious Morris Worm first
injects a piece of VAXen shellcode on the stack of a vulnerable
fingerd process. It then overwrites the return address to redirect
the execution to the shellcode, which effectively starts a remote
shell connection by invoking execve(“/bin/sh”,0,0) [81].

To prevent code-injection attacks, researchers proposed
Write-XOR-Execute, or W⊕X [58], [60]. This property requires
every memory page can either be writable or executable, but not
both at the same time. With this protection, writable memory
regions such as stack, heap, and .bss section are no longer
executable. Even if attackers inject shellcode into such regions,
attempts to execute the code will trigger a segmentation fault
as the processor refuses to run these instructions. Enforcing
W⊕X requires support from multiple components, including
CPU and operating system (OS). The CPU reserves the most
significant bit of the page table entry as the NX bit, and the
OS sets the proper NX bit for each page. If the bit is zero,
the CPU can execute code from that page. Otherwise, the
page is non-executable. On the x86 architecture, AMD first
implemented NX bit in 2003 and Intel followed later with a
different name, XD bit. Mainstream operating systems such as
Windows, Linux and OpenBSD started to support W⊕X.

Thanks to its strong security benefit and negligible overhead,
modern OSes and mainstream processors have deployed W⊕X
to prevent shellcode injection attacks. The adoption of W⊕X
changed the rules of the in-memory war [83]. Attackers had
to seek new opportunities from existing code sections and
invented a set of code-reuse methods to achieve arbitrary code
execution, like return-to-libc (ret2libc) [63] and return-oriented
programming (ROP) [79], [19], [77], [23]. However, code-
reuse attacks are more complicated than code injection. For
example, to use the method of ROP, attackers must orchestrate
a large number of small code gadgets to construct meaningful
payloads [78]. To minimize the challenge, modern exploitations
commonly start with a few gadgets to disable W⊕X and create
writable-and-executable pages, and then utilize code injection
to achieve final goals [83], [97]. Security researchers also
moved their attention to prevent various code-reuse attacks,
like through address randomization [71], control-flow integrity
(CFI) [1], [21] and code-pointer integrity (CPI) [53], [56].

B. Problem Definition

While W⊕X is a mature defense technique and has been
deployed extensively, we have observed numerous concerning

instances where software developers inadvertently deactivated
the W⊕X protection within their programs [14], [33], [20],
[28], [8], [55], [13], [10], [15], [12], [34], [4], [3], [9], [11],
[62], [5]. Such unexpected security downgrades have been
noted even within widely used applications, including those of
recent occurrence in the year 2023. For example, CockroachDB,
a popular commercial distributed database management system
(DBMS) [86], used to contain an executable stack due to
accidentally introducing an assembly file [34]. Electron, a
software framework to build cross-platform desktop applica-
tions, also reported the executable stack issue [33]. Many
downstream programs developed on top of Electron get affected,
like Visual Studio Code, Mattermost, Wire Desktop, and
Rocket Chat. By reviewing discussions on these reports, we
identify that hand-written assembly files without the section-
definition directive .section .note.GNU-stack,"",@progbits
are the culprit. These discussions also mention that this problem
stems from historical design choices for compatibility purposes
and resides in the large complicated code base. In this paper,
we term this problem BADASS.

Definition II.1 (BADASS). On Linux systems, if
the code of an application contains any assembly
file that misses the section-definition directive
.section .note.GNU-stack,"",@progbits, the application
binary generated by the GNU compilation toolchain will have
an executable stack. Specifically, when we load such a binary
into memory for execution, W⊕X will be turned off and the
process stack will be both writable and executable. In the
worst case, all readable memory regions of the process will
also be executable, including writable heap, .bss and .data
sections. We refer to this issue as BADASS.

The writable-and-executable memory region introduced
by BADASS will streamline the bug-exploitation process.
Attackers can directly inject malicious code into the vulnerable
process like decades ago [70], [67], [16], [57]. Although they
still need to bypass protections in other phases, BADASS
eliminates the need for laborious code-reuse attacks that involve
tedious searching and chaining of code gadgets [79], [19], [77].

Figure 1 demonstrates the BADASS issue. File hello_world.c
is a simple C program that merely waits for a character
from the command line and exits immediately once the
input is received. File a.s is an empty assembly file without
any malicious code. When we compile hello_world.c alone
through GCC, the generated binary hello_world has a readable
and writable stack, but not executable, shown as rw- from
the process memory mapping. However, when we include
the empty assembly file a.s into the compilation process,
the generated binary will have a readable, writable and
executable stack, shown as rwx in the memory mapping. In
fact, assembly instructions inside a.s do not matter. The order
of compilation also makes no difference. The generated binary
will have an executable stack unless the assembly file a.s
explicitly includes the following section-definition directive:
.section .note.GNU-stack,"",@progbits.
Research Problem. BADASS is not entirely obscure to the
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$ cat hello_world.c 
#include <stdio.h> 
#include <stdlib.h> 
 
int main(int argc, char *argv[]) { 
  getchar(); 
  return 0; 
} 
$ # a.s is an empty assembly file 
$ cat a.s 
 
$ ###################################### compile using gcc 
$ gcc hello_world.c -o hello_world 
$ ./hello_world 
^Z[1] + Stopped                    ./hello_world 
$ cat /proc/$(pgrep hello_world)/maps | grep stack 
7ffec4016000-7ffec4037000 rw-p 00000000 00:00 0    [stack] 
$ #                       ^^   readable and writable 
 
$ kill $(pgrep hello_world) 
$ ############################# compile with a.s using gcc 
$ gcc hello_world.c a.s -o hello_world 
$ ./hello_world 
^Z[1] + Stopped                    ./hello_world 
$ cat /proc/$(pgrep hello_world)/maps | grep stack 
7ffd8d5a0000-7ffd8d5c1000 rwxp 00000000 00:00 0    [stack] 
$ #                       ^^^  readable, writable and executable 
 
 Fig. 1: Demonstration of BADASS. When compiled with an empty

assembly file a.s, the process has an executable stack.

public, as it has been disclosed and discussed several times
within small groups [54], [84], [6], [7], [92]. Nonetheless,
our focus lies in understanding why developers occasionally
overlook it and introduce security downgrades even in widely
used applications, including recent occurrences. Understanding
the root cause is both intriguing and imperative for us to take
proper actions and avoid similar issues in the future. We propose
conjectures with two potential reasons.

• Developer unawareness. One potential explanation is that
most developers primely concentrate on program functionali-
ties and often pay limited attention to even fundamental secu-
rity features such as W⊕X. For example, one CockroachDB
developer created an empty assembly file simply to make
the optimization work [34]. Although the file introduced an
executable stack, the corresponding commit passed the code
review, was merged into the code base smoothly, and lurked
for four months. Another developer caught this problem
only when the application failed to run on SELinux due to
the policy execmem, which prohibited mapping a region of
memory with both PROT_WRITE and PROT_EXEC [34]. If this
is the main reason, we should train normal developers to be
more aware of security features.

• Subtlety in W⊕X enforcement. Another possibility is that
the design and implementation of W⊕X make it easy for
developers to overlook it, especially in hand-written assembly
code. Even if developers keep security features in mind and
follow all default system settings, the compiled binary will
have an executable stack. If this is the root cause, we may
need to rethink the enforcement of W⊕X to improve the
program security in default settings.

In this paper, we will investigate the BADASS issue to figure
out the main root cause. Our goal is to help alarm developers
and the community to avoid similar issues in the future.

III. OVERVIEW

Now we have two ways to explain why BADASS happens
frequently and recently in popular applications. Based on our
understanding of the problem, we design two comprehensive
investigations to identify the main root cause out of these two.

Our first investigation aims to verify that general software
developers primarily focus on program functionalities and
lack security awareness. However, measuring the security
awareness of general developers is a challenging task and
may produce subjective results. Therefore, we try to verify this
conjecture from a different perspective by answering another
question, i.e., whether experienced security developers also
miss the obscure assembly directive and introduce executable
stacks to security applications. Our observation is that security
developers usually possess a thorough understanding of security
mechanisms, pay special attention to security features, and
demonstrate a strong willingness to strengthen application
security rather than compromise it. If they also overlook the
BADASS issue, we cannot simply attribute this problem to
developer’s unawareness of security features. We will explain
the investigation methodology, present our findings and discuss
the security implications in §IV.

The second investigation is to understand whether the en-
forcement of W⊕X contains subtle design and implementation
details that are challenging for developers to notice. While
missing the section-definition directive seems to be a common
reason for BADASS, we are unclear how this assembly section
affects the executable permission of the process stack. In §V,
we will follow the program lifetime to investigate the GNU
compilation toolchain and the Linux kernel to reveal the subtlety
within the W⊕X enforcement. To the best of our knowledge,
this is the first in-depth investigation of this issue.

IV. INVESTIGATING SECURITY TOOLS

In this section, we plan to investigate the BADASS issue
in security applications developed by experienced security
programmers or researchers. However, security tools encompass
a wide range of software and hardware solutions to protect
systems, networks, and even data. To reduce the scope of
analysis, we define three criteria to help identify security
applications that are most related to BADASS. It is worth
mentioning that our investigation aims to identify concrete
cases where security developers miss the critical assembly
line and introduce executable stacks. Therefore, we do not
have to cover all security productions. 1 The tool should
utilize assembly code for various purposes, such as enhancing
security or improving performance. Based on our observation
of previous BADASS issues, incorrect handling of assembly
code is the main reason for introducing executable stacks.
2 The tool should interact with native ELF binaries, like
generating new binaries or modifying existing ones. 3 It will
be good if the tool is open-sourced and works on Linux. This
property will make our investigation easier. After examining
various types of security tools, we find that inlined reference
monitor (IRM) aligns with our expectations [41], [39], [40],
[95]. Next, we first provide a brief introduction to IRMs and
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explain why they are ideal targets for BADASS investigation
(§IV-A); then, we introduce our methodology for investigating
IRMs (§IV-B); at last, we present our findings and discuss the
security implications (§IV-C).

A. Inlined Reference Monitor (IRM)

Inlined reference monitor (IRM) generally injects security
checks into subject programs to enforce security properties [41],
[39], [40], [95]. It has been widely adopted to enforce various
security policies, especially to block sophisticated and powerful
in-memory attacks [79], [19], [77], [49]. For example, IRMs
are used to enforce control-flow integrity (CFI) [64], [65], [66],
[88], a principled solution to prevent control-flow hijacking
attacks [21], [1], [96]. First, CFI solutions take various static
or dynamic analyses to infer legal targets for each indirect
call, jump and return instruction (or icall for short). Second, at
runtime, CFI checks whether each icall instruction jumps to one
of the inferred legal targets; if not, it reports the CFI violation.
Researchers commonly adopt IRM in the second step, which
inserts security checks before icall instructions to compare
with predefined targets. Software-based fault isolation (SFI) is
another security policy commonly implemented using IRM [89],
[59], [61], [94]. It splits the memory space into multiple trusted
or untrusted domains, and inserts security checks before every
memory-access or icall instruction to ensure that the access is
confined to the corresponding domain.

Figure 2 illustrates two general methods for IRM to harden
programs. If the source code is available, we can utilize the
compiler to insert checks during compilation. Particularly, we
use compiler analysis to generate informative metadata, like
data flow, and leverage these metadata to insert necessary
checks into proper code locations. If the source code is
unavailable, we have to inject checks through binary-rewriting
techniques [72], [68]. In this case, we usually first lift program
binaries to a higher-level representation, like assembly [91],
[36], [37], [42], customized IR [93], or source code [17]. Then,
we insert security checks into proper locations and compile
the instrumented code into hardened binaries. Regardless of
the method, the injected code will perform security checks
and report detected errors during the program execution. Other
than security instrumentation, IRMs commonly adopt special
runtime to assist with checks and reports. A runtime is usually
developed in native languages (e.g., C/C++) or assembly, and
gets compiled into the object file or shared library.
Ideal Targets for BADASS Investigation. IRMs are the
ideal targets of BADASS investigation for three reasons.
1 IRMs, such as software-based fault isolation (SFI) and
control-flow integrity (CFI), are designed and implemented by
experienced security researchers or well-known commercial
companies to bolster program security. Compared to general

developers, security researchers are anticipated to possess a
more thorough understanding of W⊕X and are more sensitive
to security violations like disabling W⊕X. Therefore, if we
can find BADASS in IRMs, that will be a strong demonstration
of the challenge to notice BADASS. 2 Based on existing
BADASS issues, we speculate the usage of assembly code
is positively correlated with the introduction of BADASS.
IRMs commonly adopt hand-written assembly code for various
purposes, like providing a strong security guarantee [56], lifting
a binary into an intermediate representation [91], [37], [80] or
implementing a runtime for instrumentation [64], [66], [65].
For example, ERIM, an MPK-based isolation technique, uses
an assembly file to hinder untrusted components from creating
executable memory [87]. 3 IRMs are designed to protect
general applications. If an IRM suffers from BADASS, any
hardened applications may also be affected. This situation is
more severe than BADASS in a single application.

B. Methodology

We collect 21 open-source IRMs implemented by recognized
security researchers and developers, including nine binary
rewriters, eight CFI solutions, two in-process isolation methods,
one SFI solution, and one binary debloating tool, as shown in
Table I. Most developers of these tested IRMs have published
their papers at top-tier academic conferences on security,
system, or programming language. 17 tools are proposed by
academic research groups and the other 4 tools, specifically,
LLVM CFI [85], Android kCFI, Wasmtime and Ddisasm [42]
are developed by well-known security companies such as
Google, GrammaTech, and Bytecode Alliance. Android kCFI is
implemented based on LLVM CFI and has been enabled by all
Android devices since 2018. Wasmtime is a popular runtime for
WebAssembly and has deployed various sandboxing strategies.
Another ever-popular IRM is NaCl proposed by Google [94].
However, it has been deprecated for years and we did not find
a good method to build and run it on modern systems. Four
IRMs, binCFI [98], ERIM [87], Ramblr [90] and Ddisasm,
received Distinguished Paper Awards from top-tier security
conferences. ERIM was also awarded the Facebook Internet
Defense Prize. Uroboros [91], a reassembleable disassembler, is
adopted by two teams among seven finalists during the DARPA
Cyber Grand Challenge (CGC) competition [35]. Ramblr is
developed and also used in CGC by team Shellphish and has
been integrated into angr [80]. MCFI, RockJIT, and πCFI are
used in Google CTF 2017.

Our investigation starts with a simple program. For IRMs
that work on program source code, we follow tutorials on
their official websites to compile the program and obtain a
hardened binary. If the IRM works on binaries, we first prepare
a binary with W⊕X enabled and apply the IRM to get a
hardened version. After obtaining the hardened binary, we run
the program and check the in-memory stack permission. If
the hardened process has any writable-and-executable memory
region while the original version does not, we consider the
corresponding IRM suffers from the BADASS issue. We then
inspect the IRM code to figure out the defective assembly file.
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TABLE I: Inlined reference monitors for investigation. For LLVM CFI and Wasmtime, the link is for the whole project repository. binCFI
and SAFER are released on their own websites (not Github). �: Distinguished Paper Award; è: Facebook Internet Defense Prize

Category IRM Version Ref. Conference Year Award Citation Stars Forks Assembly BADASS? Status

Control
Flow

Integrity
(CFI)

binCFI - [98] USENIX SEC 2013 � 775 - - yes no -
MCFI 7c9de0c [64] PLDI 2014 313 41 7 yes yes fixed
LLVM CFI 11 [85] USENIX SEC 2014 542 26.9k 11k no no -
RockJIT 7c9de0c [65] CCS 2014 165 41 7 yes yes fixed
πCFI 7c9de0c [66] CCS 2015 234 41 7 yes yes fixed
PathArmor 9879a85 [88] CCS 2015 334 45 15 yes yes won’t fix
µCFI 87cfea3 [48] CCS 2018 137 17 4 yes no -
Android kCFI 16-6.1 - - 2018 - - - no no -

SFI Wasmtime ab2aae5 - - 2017 - 14.8k 1.2k no no -

Debloating Razor c61403f [74] USENIX SEC 2019 121 39 8 yes no -

Isolation ERIM f1d4a28 [87] USENIX SEC 2019 �è 250 13 6 yes yes fixed
Donky d97ca2a [76] USENIX SEC 2020 93 14 5 yes yes no risk

Binary
Rewriting

Uroboros c074cca [91] USENIX SEC 2015 168 187 56 yes yes checking
Ramblr 1ef5509 [90] NDSS 2017 � 179 249 46 yes yes will fix
Multiverse 1808198 [18] NDSS 2018 136 298 33 no no -
Egalito c5bccb4 [93] ASPLOS 2020 101 207 37 no no -
RetroWrite d722ec5 [37] IEEE S&P 2020 174 655 78 yes yes fixed
E9Patch 5bb07ff [38] PLDI 2020 75 937 65 no no -
Ddisasm 1.5.4 [42] USENIX SEC 2020 � 89 637 58 yes yes fixed

1.8.0 no -
ARMore d722ec5 [36] USENIX SEC 2023 4 655 78 yes yes fixed
SAFER - [73] USENIX SEC 2023 1 - - yes no -

C. Result and Implication

Our investigation reveals unexpected results, where 11 out
of 21 IRMs have the BADASS issue and introduce executable
stacks to hardened applications. We find the problems across
three categories, including four CFI solutions (MCFI, RockJIT,
πCFI and PathArmor), two in-process isolation methods (ERIM
and Donky), and five binary rewriters (Uroboros, Ramblr,
RetroWrite, Ddisasm and ARMore). In the category of binary
rewriting tools, all rewriters decompile binary code into
reassembleable files, but none of them contains the essential
.note.GNU-stack section to disable executable stacks. This
result shows that even experienced security researchers also
miss the subtle design of W⊕X and introduce BADASS issues.
Therefore, our first conjecture is likely invalid — we cannot
simply attribute existing BADASS issues to the unawareness
of security features among general developers.

We also assess the impact of an executable stack on the
hardened program in the context of the proposed security
policy, such as CFI and SFI. MCFI/RockJIT/πCFI are three
CFI solutions that require each icall instruction to jump to one
predefined legitimate location. Since in most cases, the process
stack region does not contain any valid code, no stack address
is a valid target for any icall. Only if attackers already have
bypassed MCFI/RockJIT/πCFI using advanced exploitation
methods, like control-flow bending [22] or counterfeit object-
oriented programming [77], BADASS will make the subsequent
exploitation easier. Therefore, the security impact of BADASS
on MCFI/RockJIT/πCFI is limited. Nevertheless, developers of
these tools have fixed this issue immediately after our report.

PathArmor is a practical context-sensitive CFI solution [88].
At the entry of security-sensitive syscalls (e.g., execve that
executes a new program), it will pause the execution and verify
the last 16 icalls are all valid. It utilizes hardware features to

accelerate branch recording and verification. Since PathArmor
only checks the last 16 icalls before each syscall, attackers
may bypass the protection by building a long gadget chain
that contains at least 16 valid icalls at the end. This is usually
believed challenging since attackers have to guarantee memory
accesses within 16 icalls are all legitimate to avoid crashes.
However, with an executable stack, such advanced attacks
are more practical. In particular, attackers can use a memory
error to jump to the shellcode on the stack, where they can
execute any instructions to update the memory content properly.
As long as these instructions do not trigger security-critical
syscalls, PathArmor will not conduct any security checks. After
manipulating the memory to the expected content, attackers can
invoke the long gadget, where all memory accesses within the
last 16 icalls are guaranteed legitimate and the execution will
reach critical syscalls. Since the last 16 icalls are all legitimate,
PathArmor will let the execution continue. In this scenario,
the executable stack provides an effective method to bypass
PathArmor, reducing the security of the hardened program.
PathArmor developers confirmed the executable stack and the
security risk. However, they decide not to fix the problem since
the code is not maintained by anyone anymore.

ERIM and Donky are two intra-process isolation mech-
anisms [87], [76]. ERIM utilizes the hardware feature, Intel
memory protection keys (MPK), to achieve efficient permission
control. As part of the isolation enforcement, ERIM stati-
cally identifies and eliminates all unexpected MPK-related
instructions from the code section, and dynamically prevents
untrusted components from creating executable memory regions.
However, with an executable stack, attackers can inject any
shellcode on the stack, including all MPK-related instructions.
They can update the permission settings at runtime, and
effectively break the proposed in-process isolation. ERIM
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Fig. 3: Overview of program lifetime. The source code is first compiled into an assembly code, which is then assembled to an object file.
The object file is linked with other objects to generate a binary, which is finally loaded into the process with shared libraries.

developers have fixed this issue based on our report. Although
Donky provides similar isolations, BADASS has a limited
security impact on it. This is because Donky will create a
separated non-executable stack for each isolated domain, while
the default stack which is executable due to BADASS will not
be used by any code. Thanks to the isolation, code in other
domains cannot jump to the default executable stack.

All five binary rewriters, including Uroboros, Ramblr,
RetroWrite, Ddisasm and ARMore are reassembleable dis-
assemblers, or reassemblers for short. A reassembler first disas-
sembles the binary code into valid assembly files. After optional
instrumentation, like adding memory-safety checks, it will
assemble the assembly file back into binaries. Unlike previous
IRMs which enforce specific security properties, binary rewriter
is a general platform to help insert various security properties
to binaries. Therefore, the security implication of BADASS also
varies. For example, RetroWrite is mainly designed for fuzzing-
oriented instrumentation and sanitization, where attackers have
no chance to reach the modified binary. However, we still
suggest fixing this issue to eliminate any opportunity that
weakens the application security. These tools could be used
for security purposes in the future, like how Uroboros and
Ramblr are adopted in DARPA CGC [35]. Ddisasm developers
fixed this issue in November 2022, long before we started our
investigation. Developers of RetroWrite and ARMore have fixed
BADASS based on our reports, and Ramblr developers have
committed to fixing it in the near future. Uroboros developers
are still investigating the problem.

Takeaway: Even experienced security researchers and
recognized developers may miss the section-definition
directive for W⊕X when developing security-hardening
tools. Applications protected by these security tools will
have unexpected executable stacks, which downgrade the
program security to a certain extent. We cannot simply
attribute all BADASS problems to the unawareness of
security features among general developers.

V. ANALYZING W⊕X ENFORCEMENT

We proceed to check our second conjecture - the obscure
assembly directive is too subtle to catch and the W⊕X
enforcement is complex and hard to follow. To achieve our
goal, we conduct an in-depth analysis to comprehensively
understand how W⊕X is enforced on Linux. Our analysis
follows the program lifetime shown in Figure 3, spanning the

$ cat nested-func.c 
int wrapper(int (*f)(int)) { return f(3); } 
int f() { 
  int i = 2; 
  int g(int j) { return i + j; } 
  return wrapper(g); 
} 
$ gcc nested-func.c -S 
$ grep GNU-stack nested-func.s 
    .section    .note.GNU-stack,"x",@progbits 
 
Fig. 4: Nested functions leading to executable stack. GCC will
create an executable .note.GNU-stack section in the assembly.

source code of the GNU compiler (§V-A), assembler (§V-B),
linker (§V-C), Linux kernel (§V-D) and loader (§V-E). We aim
to reveal various assumptions and dependencies among multiple
components to enforce a non-executable stack (§V-F). To avoid
BADASS, we must ensure all assumptions and dependencies are
satisfied during the program compilation and process creation.
Along with the analysis, we will discuss how investigated IRMs
introduce executable stacks to protected applications.

A. Compilation

Compilation is the process that translates the program
from source code to assembly. During compilation, the GNU
compiler GCC will always insert the section-definition direc-
tive .section .note.GNU-stack,"flags",@progbits into the
assembly. This directive defines a .note.GNU-stack section to
indicate whether the stack should be executable. The default
value of flags is an empty string, and the stack will be non-
executable. But in rare cases, the source code may define a
special nested function (i.e., defining a new function within
another) that accesses local variables of the enclosing function
and its address is explicitly taken [43]. For programs with
such special nested functions, GCC will generate specialized
binaries with executable stacks. These binaries will dynamically
insert specific trampoline code onto the stack during runtime,
and execute these code to prepare arguments for the nested
functions [44]. In this case, GCC will set flags to "x" to
indicate that the stack has to be executable.

Figure 4 shows an example where special nested functions
lead to an executable stack, inspired by the blog [84]. Function
g is defined within function f. It accesses the local variable
i of f, and its function address is taken and passed as an
argument to function wrapper. After we compile nested-func.c
with GCC to assembly, we can find "x" is used in the flags
of section .note.GNU-stack. Once nested-func.c is compiled

7



TABLE II: Compilation result. GCC always emits the directive for
.note.GNU-stack, and sets the flags based on nested functions.

IN: one source code OUT: one assembly code

define any nested function that
• accesses local variables of the enclosing function
• has function address explicitly taken

↪→ .section .note.GNU-stack,"x",@progbits

otherwise ↪→ .section .note.GNU-stack,"",@progbits

1 void file_end_indicate_exec_stack(void) {
2 unsigned int flags = SECTION_DEBUG;
3 if (trampolines_created) // 1 when creating trampoline
4 flags |= SECTION_CODE;
5 switch_to_section(get_section(".note.GNU-stack",flags,0)); }

into an application, the process will have an executable stack,
as shown in Figure 1. The bottom of Table II shows the related
GCC code. It creates .note.GNU-stack and sets flags based
on variable trampolines_created. GCC sets this variable to
true once it creates any trampoline code for special nested
functions. We summarize the behavior of GCC in Table II.

Nested function is not supported in standard C and C++, and
is merely an extension to GNU C (even not allowed in GNU
C++). Although such functions were ever used in particular
applications before, such as grub [8], link-grammar [26] and
mountall [27], developers have rewritten their applications to
eliminate nested functions. GCC supports this feature merely
for compatibility purposes, while other compilers do not support
it. For example, CLANG does not allow nested functions
and always uses empty flags in the directive to create non-
executable .note.GNU-stack sections. None of our investigated
security tools in §IV adopt nested functions. In summary, as
long as we compile an application from the source code, the
emitted assembly files will always contain the section-definition
directive, which in most cases indicates non-executable stacks.

B. Assembling

GNU assembler AS maps every assembly instruction to
machine code, and creates code and data sections based on var-
ious directives. Developers can provide command-line options
--execstack and --noexecstack to force AS to generate the
.note.GNU-stack section and set proper executable permission
(lines 2-7 and 15-18 of the code in Table III). However, if
the developers do not provide such options, AS checks the
assembly file for creating required sections. If the assembly file
contains the .section .note.GNU-stack,"flags",@progbits
directive, AS will create an empty .note.GNU-stack section
(lines 9 and 12). If flags is "x", AS will set the SEC_CODE flag
in the section header (lines 11 and 13), indicating the stack
should be executable. Otherwise, the header has no special
flags. However, if the assembly file does not have any directive
for .note.GNU-stack and the developers also do not specify
any option, the assembler will not create this section in the ELF
object file. Similarly, another popular assembler, NASM, checks
the NASM syntax assmebly file for an equivalent assembly di-
rective section .note.GNU-stack noalloc noexec nowrite
progbits and handles .note.GNU-stack just like AS. We

TABLE III: Assembling result. AS will translate assembly files to
machine code verbatim, and create .note.GNU-stack accordingly.

IN: one assembly code OUT: one object code

.section .note.GNU-stack,"x",@progbits | --execstack
↪→ .note.GNU-stack w/ SEC_CODE

.section .note.GNU-stack,"",@progbits | --noexecstack
↪→ .note.GNU-stack w/o SEC_CODE

directive missing ↪→ .note.GNU-stack missing

1 // 1. ---- Parse command-line arguments ------------------
2 int optc = getopt_long_only(...);
3 if (optc == OPTION_EXECSTACK) {
4 flag_execstack = 1; flag_noexecstack = 0;
5 } else if (optc == OPTION_NOEXECSTACK) {
6 flag_execstack = 0; flag_noexecstack = 1;
7 }
8 // 2. ---- Create sections based on directives -----------
9 char *name = obj_elf_section_name(); // .note.GNU-stack

10 bfd_vma attr = obj_elf_parse_section_letters(...); // "x"
11 flagword flags = ((attr & SHF_EXECINSTR) ? SEC_CODE : 0);
12 segT sec = subseg_force_new (name, 0);
13 bfd_set_section_flags (sec, flags);
14 // 3. ---- Create/Update based on command-line arguments -
15 if ((flag_execstack || flag_noexecstack) && ...) {
16 segT gnustack = subseg_new (".note.GNU-stack", 0);
17 bfd_set_section_flags (gnustack,
18 SEC_READONLY | (flag_execstack ? SEC_CODE : 0)); }

summarize three different settings of the .note.GNU-stack
section in an ELF object file in Table III.

Based on the discussion in §V-A, if the assembly file is
produced by a compiler, like GCC or CLANG, it must contain
a directive for .note.GNU-stack. In that case, the assembler
will always create the .note.GNU-stack section. However,
not all code is written in high-level languages and follows
the complete compilation chain in Figure 3. Hand-written
assembly files intervene in the compilation process and the
W⊕X enforcement path from the middle. As a consequence,
they are not processed by the compiler and may not have
this directive. Our investigation in §IV-C reveals that all 11
affected IRMs contain at least one assembly file missing the
obscure directive. The assembly code may come from hand-
written assembly files (e.g., ERIM), empty assembly files
generated from building scripts (e.g., MCFI), or assembly
files disassembled from binary (e.g., RetroWrite). Following
the last case in Table III, with these assembly files, AS will
create object files without .note.GNU-stack sections.

C. Linking

GNU linker LD combines all object files and produces
ELF binaries, including executables (e.g., hello_world) and
shared libraries (e.g., libc.so). During linking, LD drops all
.note.GNU-stack sections in ELF object files and creates a
PT_GNU_STACK segment header to indicate whether the stack
should be executable. Table IV summarizes the related code
for this task. First, LD supports two command-line options
-z execstack and -z noexecstack for developers to explicitly
specify the stack permission. Once developers use such options,
LD will create a PT_GNU_STACK segment and set the expected
permission. Lines 2-8, 10-13 and 32-35 show the logic. If
developers specify multiple -z options, the last one will
overwrite all previous settings. At lines 11 and 13, LD will
change elf_stack_flags from the value 0 to readable (PF_R),
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TABLE IV: Linking result. Based on whether object files contain
.note.GNU-stack sections and whether such section has "x" flag, LD
will create the PT_GNU_STACK segment and set executable permission.

IN: multiple object files OUT: one executable
.note.GNU-stack SEC_CODE PT_GNU_STACK PF_X

all have
1 any created yes
2 none created no

all miss 3 - missing -

some have,
others miss

1 any created yes

4 none created
yes (x86/x64/arm)

no (aarch64)

1 //----- 1. Parse command-line arguments: -z optarg ----------
2 if (strcmp(optarg, "execstack") == 0) {
3 link_info.execstack = true;
4 link_info.noexecstack = false;
5 } else if (strcmp(optarg, "noexecstack") == 0) {
6 link_info.noexecstack = true;
7 link_info.execstack = false;
8 }
9 //----- 2. Set elf_stack_flags ------------------------------

10 if (info->execstack) // info = &link_info;
11 elf_stack_flags = PF_R | PF_W | PF_X;
12 else if (info->noexecstack)
13 elf_stack_flags = PF_R | PF_W;
14 else {
15 asection *notesec = NULL, *s = NULL; int exec = 0;
16 // Traverse every object file
17 for (obj = info->input_bfds; obj; obj = obj->link.next) {
18 s = bfd_get_section_by_name(obj, ".note.GNU-stack");
19 if (s) { // has .note.GNU-stack
20 notesec = s;
21 if (s->flags & SEC_CODE) { // "x" in flags
22 exec = PF_X; break;
23 } }
24 else if ( bed->default_execstack &&
25 info->default_execstack)
26 exec = PF_X; // no .note.GNU-stack
27 } // end of object-file traversal
28 if (notesec || info->stacksize > 0)
29 elf_stack_flags = PF_R | PF_W | exec;
30 }
31 //----- 3. Create PT_GNU_STACK segment ----------------------
32 if (elf_stack_flags) {
33 m = bfd_zalloc (abfd, ...);
34 m->p_type = PT_GNU_STACK;
35 m->p_flags = elf_stack_flags; }

writable (PF_W) and if necessary, executable (PF_X). As long as
elf_stack_flags is not 0, lines 32-35 will create the segment
with the proper type and permission.

However, not all developers specify stack permissions in link-
ing flags. In this case, LD will leverage the .note.GNU-stack
section in every object file to determine the stack permission.
At line 15, it allocates notesec to record whether any object
file has a .note.GNU-stack and uses exec to accumulate the
stack permission. Lines from 17 to 27 form a loop to check
all provided object files one by one. For every object file,
LD searches for .note.GNU-stack from section headers. 1
If it can find this section, LD records the search result in
notesec. Further, if this section in the current object file
requires executable permission, the code records it in exec
and exits the loop immediately. Following the early exit, since
notesec is not NULL, LD will update elf_stack_flags at line
29 (exec is PF_X), and create the PT_GNU_STACK segment as
executable. 2 If all object files have .note.GNU-stack sections
but none of them are required to be executable, exec will be
always 0 and LD will create a non-executable PT_GNU_STACK

TABLE V: Kernel loading result and related code, after merging
the rules of READ_IMPLIES_EXEC (details provided in Table VI).

IN: one binary OUT: one process

PT_GNU_STACK
arm kernel kernel >= v5.8-rc1
< v6 < v5.8-rc1 x86/>=armv6 x64/aarch64

PF_R|PF_W exec-all no no no
PF_R|PF_W|PF_X exec-all exec-all exec-stack exec-stack
segment missing exec-all exec-all exec-all no

1 //---- 1. Check the PT_GNU_STACK of the main binary ---------
2 int executable_stack = EXSTACK_DEFAULT;
3 for (i = 0; i < elf_ex->e_phnum; i++, elf_ppnt++)
4 if (elf_ppnt->p_type == PT_GNU_STACK) {
5 if (elf_ppnt->p_flags & PF_X)
6 executable_stack = EXSTACK_ENABLE_X;
7 else
8 executable_stack = EXSTACK_DISABLE_X; }
9 //---- 2. Set the memory permission -------------------------

10 #define TASK_EXEC \
11 ((current->personality & READ_IMPLIES_EXEC) ? VM_EXEC : 0)
12 #define VM_STACK_FLAGS (... | TASK_EXEC) // expanded
13 unsigned long vm_flags = VM_STACK_FLAGS;
14 if (executable_stack == EXSTACK_ENABLE_X)
15 vm_flags |= VM_EXEC;
16 else if (executable_stack == EXSTACK_DISABLE_X)
17 vm_flags &= ~VM_EXEC;
18 mprotect_fixup(..., vm_flags);

through line 29 and lines 32-35. 3 If all object files have
no .note.GNU-stack section, notesec will be always NULL
and elf_stack_flags will not be updated at line 29. In that
case, LD will not create any PT_GNU_STACK segment. 4 When
only some object files have .note.GNU-stack sections but
none of them has SEC_CODE, notesec will not be NULL and a
PT_GNU_STACK segment will be created. Its execution permission
depends on exec, which could be set to PF_X at line 26, based
on default_execstack members of the backend data bed and
the linker data info. Data bed is defined in an architecture-
dependent macro elf_backend_default_execstack. In the
latest version of LD, some architectures set it to false, like
aarch64 and ia64, while others adopt the default value true,
like x86, x64 and arm. Data info is configurable before we
build the linker LD and its current default value is true.

We summarize the LD behavior on PT_GNU_STACK segment
creation in Table IV. GOLD, a faster GNU linker, has a very
similar behavior as LD. However, the LLVM linker LLD is
different as its developers believe executable stack should
be fully prohibited nowadays. If .note.GNU-stack does not
exist, LLD will create this section without the executable flag.
If .note.GNU-stack exists and has the executable flag, LLD
will simply drop the flag. Using the command-line option -z
execstack is the only way to enable executable stack with
LLD. However, CLANG still uses LD as the default linker and
LLD will only be used with an extra option -fuse-ld=lld.

All 11 affected IRM implementations work on x86, x64 or
arm architectures. The assembler produces at least one object
file without the .note.GNU-stack section, while all other object
files have this section without the SEC_CODE flag. This situation
falls into category 4 in Table IV, where LD will create the
PT_GNU_STACK segment with PF_X in the final binary.
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TABLE VI: Kernel logic for READ_IMPLIES_EXEC, based on the
PT_GNU_STACK, the Linux kernel version and the CPU architecture.

PT_GNU_STACK
arm Kernel Kernel >= v5.8-rc1
< v6 < v5.8-rc1 x86/>= armv6 x64/aarch64

PF_R|PF_W yes no no no
PF_R|PF_W|PF_X yes yes no no
segment missing yes yes yes no

1 // Before Kernel v5.8-rc1 (all)
2 #define elf_read_implies_exec(ex, executable_stack) \
3 (executable_stack != EXSTACK_DISABLE_X)
4

5 // After Kernel v5.8-rc1 (x86/x64)
6 #define elf_read_implies_exec(ex, executable_stack) \
7 (mmap_is_ia32() && executable_stack == EXSTACK_DEFAULT)
8 // After Kernel v5.8-rc1 (arm)
9 int arm_elf_read_implies_exec(int executable_stack) {

10 return (executable_stack == EXSTACK_DEFAULT ||
11 cpu_architecture() < CPU_ARCH_ARMv6); }
12 // After Kernel v5.8-rc1 (aarch64)
13 #define compat_elf_read_implies_exec(ex, stk) \
14 (stk == EXSTACK_DEFAULT)

D. Main Binary Loading
When we create a new process on Linux, it takes two steps

to load the main binary and dependent shared libraries into the
process memory space. Both steps may change the permission
of the stack and other regions based on different attributes.

In the first step, the Linux kernel will load the code and
data sections of the main binary into memory. If the ELF
binary specifies an interpreter in the PT_INTERP segment,
like /lib64/ld-linux-x86-64.so.2, the kernel will also load the
interpreter into the memory. However, the kernel only checks
the PT_GNU_STACK segment of the main binary to determine
the executable permission of the stack. The interpreter’s
PT_GNU_STACK segment is ignored. Table V shows the kernel
code for setting the stack permission for a new process. If the
main binary contains the PT_GNU_STACK segment (line 4), the
variable executable_stack will be updated accordingly at line
6 or line 8. When it comes to line 14 or line 16, the kernel will
add or remove the VM_EXEC flag and invoke mprotect_fixup
to set the page permission. However, when the main binary
does not have a PT_GNU_STACK segment, executable_stack
will have the default value, and the kernel will assign the
VM_STACK_FLAGS, a complicated macro, to the stack. When we
expand the macro VM_STACK_FLAGS, it will include VM_EXEC if
the current process personality covers READ_IMPLIES_EXEC.
READ_IMPLIES_EXEC. BADASS will have the most significant
impact on application security if it triggers READ_IMPLIES_EXEC,
where all readable memory regions are set to executable,
including but not limited to stack, heap, .bss and .data sections.
This feature is designed to support special binaries compiled for
old CPUs that lack NX bit, where any readable memory is as-
sumed to be executable. Linux kernel determines to enable this
devastating feature based on the availability of PT_GNU_STACK,
the kernel version, and the CPU architecture. We analyze the
related code in the Linux kernel, and summarize the results
in Table VI. For any arm CPU older than ARMv6, the Linux
kernel will always enable READ_IMPLIES_EXEC since these pro-
cessors do not support NX bit. Besides, on Linux kernels before
v5.8-rc1 (released on June 14, 2020), READ_IMPLIES_EXEC is

TABLE VII: Dynamic library loading results and related code.

Main binary Any shared library (PT_GNU_STACK)
PT_GNU_STACK PF_R|PF_W PF_R|PF_W|PF_X segment missing

PF_R|PF_W - EXEC EXEC (x86/x64/arm)
PF_R|PF_W|PF_X - - -
segment missing - EXEC (aarch64) -

1 //---- 1. Set dl_stack_flags based on main binary ----------
2 dl_stack_flags = DEFAULT_STACK_PERMS;
3 // PF_R|PF_W for aarch64
4 // PF_R|PF_W|PF_X for x86/x64/arm
5 for (ElfW(Phdr) *ph = phdr; ph < &phdr[phnum]; ++ph)
6 if (ph->p_type == PT_GNU_STACK) {
7 dl_stack_flags = ph->p_flags;
8 break; }
9

10 //---- 2. Repeat for EVERY dynamically loaded library -------
11 unsigned int stack_flags = DEFAULT_STACK_PERMS;
12 for (ph = phdr; ph < &phdr[l->l_phnum]; ++ph)
13 if (ph->p_type == PT_GNU_STACK) {
14 stack_flags = ph->p_flags;
15 break; }
16 if ((stack_flags & ~dl_stack_flags) & PF_X)
17 __stack_prot |= PROT_READ|PROT_WRITE|PROT_EXEC;
18 if (mprotect (page, dl_pagesize, __stack_prot) == 0)
19 dl_stack_flags |= PF_X;

enabled if the main executable does not have a PT_GNU_STACK
segment or its PT_GNU_STACK segment has the PF_X flag. From
kernel v5.8-rc1, only if PT_GNU_STACK is missing and the
program runs on a 32-bit architecture, READ_IMPLIES_EXEC will
be enabled. READ_IMPLIES_EXEC not only affects the binary and
interpreter loading at the process creation, but also impacts all
subsequent memory allocations through mprotect and mmap.

After merging the impact of READ_IMPLIES_EXEC, we sum-
marize the executable permission of process memory regions
in Table V. “exec-all” means all readable memory regions
are executable due to READ_IMPLIES_EXEC, while “exec-stack”
means that other than code sections, only the stack is executable
due to the PF_X flag in PT_GNU_STACK. “exec-all” is the final
result after merging “exec-all” and “exec-stack”.

Eight out of 11 affected IRM implementations, including
MCFI, RockJIT, πCFI and all five reassemblers, will set the
PF_X flag of the PT_GNU_STACK segment in the main binary of
hardened programs. When executing these hardened programs,
once the main binary is loaded, the in-memory stack is set
to be executable. The remaining three IRMs set PF_X in
PT_GNU_STACK of shared libraries, and do not have an in-
memory executable stack (yet) after loading the main binary.

E. Shared Library Loading

After loading the binary and the interpreter, the Linux
kernel will transfer the control to the user-space interpreter,
which recursively loads all shared libraries required by the
main binary. For ELF binaries, the default interpreter is
/lib64/ld-linux-x86-64.so.2, commonly called “loader”.
Table VII shows how the loader manipulates stack permission
based on each shared library. It first sets a global flag
dl_stack_flags to the architecture-dependent default value
(line 2), which includes PF_X for x86, x64 and arm, but
only contains PF_R and PF_W for aarch64. Then, the loader
checks the PT_GNU_STACK segment of the main binary to
update dl_stack_flags (line 7). After the initialization, the
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Fig. 5: Compilation details related to BADASS. The top workflow shows the normal compilation behavior that produces non-executable
stacks. Red lines indicate possible root causes that introduce executable stacks or make all readable memory regions executable.

loader processes shared libraries one by one. For every library,
the loader parses the flags in PT_GNU_STACK and sets the
stack_flags. If PT_GNU_STACK is missing, stack_flags is
set to the default value (line 11). If stack_flags has PF_X
while dl_stack_flags does not have it, the loader believes an
executable stack is required for the current shared library. It will
set __stack_prot to PROT_READ|PROT_WRITE|PROT_EXEC (line
17) and invoke mprotect to make the stack executable. After the
successful mprotect, the loader saves PF_X to dl_stack_flags
and the code at line 16 will be false. In this way, the loader will
not further alter the stack permission for subsequent libraries
and the process stack will always be executable.

We summarize the behavior of the loader regarding exe-
cutable stacks in Table VII, where “-” means no changes
and “EXEC” indicates a mprotect syscall will make the stack
executable. In general, the loader assumes the kernel has set up
the stack permission based on the PT_GNU_STACK segment of
the main binary (the purpose of dl_stack_flags). It examines
all shared libraries and makes the stack executable as long
as any library requires so. The PT_GNU_STACK segment of the
loader is ignored by default. The only exception is that the
user explicitly employs the loader to run the binary, like
/lib64/ld-linux-x86-64.so.2 ./hello_world. In this case,
the loader serves as the main binary and hello_world is treated
as one library. Rules in Table V and Table VII will be applied.

In our investigation, PathArmor, ERIM and Donky are the
three IRMs that set flag PF_X to segment PT_GNU_STACK in
shared libraries instead of the main binary. All these shared
libraries work as security runtime to protect the application.
However, when these shared libraries are loaded, the loader will
call mprotect to change the stack permission to executable.

F. Putting Everything Together

Based on the analysis of the compilation and binary-loading
toolchain on Linux, we summarize the complicated logic related
to stack executable permission in Figure 5. The first row shows
the normal compilation workflow where no BADASS exists.
Red lines demonstrate the potential locations where developers
may miss necessary attributes and introduce executable stacks.

Although every component has a dedicated (and working)
design to support W⊕X, each of them relies on the output of
the previous tool to produce proper settings. We did not find
any defect from the implementation. However, they form a
long chain of trust and dependency to produce non-executable
stacks. As long as one input does not follow the assumption,
like one component fails to work or the file is not produced
by the previous tool, the dependency chain will break and we
may get a program with an executable stack. Assembly code
is the most common reason to break W⊕X since developers
occasionally write assembly files for various reasons such
as security and performance. Due to the subtle design in
assembling, it is easy for developers to miss the essential
section and introduce executable stacks. We should notify
developers about the unexpected security downgrades.

Takeaway: The W⊕X enforcement on Linux requires
concerted and sophisticated collaborations of multiple
compilation and execution tools, including the Linux
kernel, which is complex and hard to follow. Hand-written
assembly files join the compilation process in the middle,
and break the regular W⊕X enforcement routine. The
subtlety of the .note.GNU-stack section causes most
developers to miss it in hand-written assembly files, which
is the main root cause of executable stacks.
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VI. PROBLEM GENERALIZATION

The unexpected investigation result of BADASS in §IV mo-
tivates us to check other practical in-use security mechanisms
similar to W⊕X, to understand whether they are also mistakenly
disabled by experienced security developers. We select five
widely adopted security mechanisms, specifically, PIE, RELRO,
stack canary [32], FORTIFY_SOURCE [50] and Intel CET [69].
We adopt the same methodology as in §IV-B to check all IRMs
in Table I. We get two new findings, where three CFI solutions
mute FORTIFY_SOURCE and 11 IRMs disable Intel CET.
Disabling FORTIFY_SOURCE. FORTIFY_SOURCE pro-
vides a lightweight method to detect buffer overflow vulnerabil-
ities related to common string copy or memory copy functions,
like memcpy and strcpy [50]. With FORTIFY_SOURCE,
compilers such as GCC will replace unsafe copy functions
with corresponding safe wrappers, like replacing strcpy with
strcpy_chk. The latter will check the buffer size during the
compilation or at runtime, and terminate the execution once
the destination buffer cannot store all data from the source.
FORTIFY_SOURCE is enabled as long as the compilation
configuration specifies any non-zero optimization level. Our
investigation shows that three CFI solutions, specifically,
MCFI/RockJIT/πCFI, will disable FORTIFY_SOURCE in the
hardened program, leading to reduced capability to detect
buffer overflow bugs. The root cause is that they wrap original
indirect function calls to sensitive library functions with an
inserted runtime function __patch_call. This replacement
prevents compilers like GCC from detecting invocations
of predefined memory-copy and string-copy functions, and
therefore, compilers cannot replace them with secure wrappers.
To address this issue, these CFI implementations can first
replace insecure functions with secure wrappers, and then
conduct CFI-related code transformations.
Suppressing Intel CET. Another finding is related to Intel
CET [69], a hardware-assisted CFI solution proposed by
Intel in 2017. Intel CET consists of two features, indirect
branch tracking (IBT) for forward-edge CFI and shadow stack
(SHSTK) for backward-edge CFI. Similar to W⊕X, enforcing
Intel CET on Linux requires support from multiple parties,
including the CPU, the compilation toolchain, and the Linux
kernel. Intel activated the hardware support for Intel CET in the
11th generation Tiger Lake CPU, released in October 2020. IBT
has been supported by the Linux kernel since v5.18 (released
in May 2022) and enabled by default after v6.2 (released in
February 2023). The support for SHSTK in kernel came a
little bit late but finally got merged into v6.6 (released in
October 2023). Similar to the enforcement of W⊕X, the GNU
compilation toolchain requires a section-definition directive
.section .note.gnu.property,"a" in the assembly file to
generate an Intel CET-protected binary. With this directive, the
assembler will create the .note.gnu.property section and set
up two entries called GNU_PROPERTY_X86_FEATURE_1_IBT and
GNU_PROPERTY_X86_FEATURE_1_SHSTK. The two entries indicate
whether all executable sections are compatible with IBT and
SHSTK. Missing these two entries will disable the protections

of Intel CET on the program. We identify that all 11 IRMs
suffering from BADASS also disable Intel CET since they
miss the necessary .note.gnu.property section in assembly
files. For PathArmor, ERIM, and Donky, the hand-written
assembly files are compiled and linked into shared libraries.
When loading these shared libraries to a CET-enabled process,
the loader will check their CET marker and raise an error to
stop the execution. For the other eight IRMs, the absence of
the CET marker occurs in the main binary, which makes Intel
CET silently disabled. Ddisasm patched this issue together
with the BADASS problem in version 1.5.5.

During the investigation of Intel CET, we identify another
two entries in .note.gnu.property related to program function-
ality and security. Since 11 IRMs miss this section, the hardened
applications may have functionality or security issues. The first
entry is GNU_PROPERTY_STACK_SIZE, which stores the maximum
stack size allowed for the program. Developers can set the
stack size via the linker option -z,stacksize, or assembly
code. Missing this property may render the process exhaust
the stack space and trigger stack overflow at runtime. The
second entry GNU_PROPERTY_NO_COPY indicates to disable copy
relocation on protected data symbols. Without this property,
when the program code accesses an external variable defined in
a shared library, the linker will copy the data from the library to
a writable location of current binary. If the original data is read-
only, copy relocation will make it writable, which may lead to
severe attacks [45]. When a relocatable object sets this property,
the linker will treat protected data symbols as defined locally
and prevent copying the data to other executables. Developers
can set this property via definitions in assembly files.

VII. DISCUSSION

In this section, we first discuss the potential attacks towards
introducing executable stacks. Next, we summarize existing
efforts for mitigating BADASS and provide our suggestions to
avoid it. Then, we briefly discuss the differences between our
work and previous related posts. We also explain the W⊕X
enforcement on Windows and macOS. Finally, we will discuss
another recent security issue related to the .note section.

A. Malicious Attacks via BADASS

During the IRM investigation, we identify that all BADASS
issues are introduced due to developers’ benign mistakes —
missing the .note.GNU-stack definition directive in assembly
files. However, malicious attackers may abuse BADASS to
deliberately introduce executable stacks to applications such as
open-source software. Although an executable stack is not a
complete attack, it could be a stealthy way to accomplish one
critical part of exploiting prevalent memory-safety bugs [83].
Once attackers find any exploitable bug, they can easily build
exploits through code injection instead of ROP or ret2libc.

Although this kind of attack may seem to be implausible,
the recent notable xz backdoor has demonstrated the feasibility
and practicality of these stealthy attacks [51]. In that event,
the malicious attacker first gained the trust of the developers
of the xz, and later became a maintainer. After that, he/she

12



modified the compilation script file to inject malicious content
into the application binary. The modification is minimal and
stealthy, allowing the malicious behavior to be accepted into
widely used applications and systems such as Fedora OS. In
another backdoor instance, the attacker inserted an erroneous “.”
symbol into the compilation script to turn off Linux Landlock
sandboxing [47]. Code reviewers overlooked this minor change
and thus merged the commit into the online repository. These
accidents show that malicious attackers like to take multiple
minor steps to achieve advanced persistent threat (APT) attacks.
We should take action before attackers abuse BADASS to
compromise real-world systems.

The intricate enforcement of W⊕X exposes multiple surfaces
for attackers to introduce executable stacks. First, they can
implement a desired feature through a special nested function
or replace an existing function with a nested version. When the
modified program is compiled by GCC, the process will have
an executable stack. This method is more stealthy than directly
uploading malicious code, since the nested functions have
merely benign functionalities and thus can pass most manual
code reviews and automatic scanning [2], [52]. Second, they
have multiple methods to introduce an executable stack through
assembly files. They can add a new assembly file that has
an executable .note.GNU-stack or has no .note.GNU-stack
directive, where the latter is likely preferred. If the source code
already contains some assembly files, attackers can remove
existing .note.GNU-stack directives or change the flags of
.note.GNU-stack to “x”. To make this attack stealthy, attackers
can either introduce minimal changes, like creating an empty
assembly file by adding one command in Makefile, or hide the
malicious modifications within a large chunk of code changes.
Third, they may even upload object files or shared libraries
with BADASS issues. Although directly uploading these files is
uncommon and easily detected, attackers may take the stealthy
method used in creating the xz backdoor. In particular, they can
hide such object files or shared libraries within a binary-format
test file, and then modify the compilation script to extract these
files and merge them into the final binary.

Due to ethical considerations, we never test these new attack
vectors against real-world code repositories. However, based
on our observation and investigation of executable stacks in
popular applications, we believe it is trivial for attackers to
inject these BADASS-enabling files into open-source software.

B. Mitigations of BADASS

During our analysis of the W⊕X enforcement on Linux,
we notice that continuous efforts have been made to mitigate
the BADASS issue. First of all, several researchers are also
concerned about this issue and have spent significant efforts
to mitigate it. For example, Kees Cook and Jamie Strandboge
have conducted a broader investigation on programs with
executable stacks and reported their findings to corresponding
developers [82]. Second, developers of compilation tools
and Linux kernel are providing more convenient options
and implementing more comprehensive checks. 1 In 2010,
GOLD implemented an option --warn-execstack to remind

the risk of executable stacks [31]. 2 LD, the most widely
used linker, adopted this design and set it as the default
option in 2022 [24]. During our investigation, we find many
developers notice this issue from the LD’s warnings. Although
they may not completely understand the issue, they fix the
problem to avoid warnings. 3 More than that, LD supports
extending this warning to all writable-and-executable segments
via --warn-rwx-segments. 4 Most recently, in November
2023, LD added two new options, --error-execstack and
--error-rwx-segments, for developers to convert any stack-
permission warnings into errors [25]. 5 Within the kernel,
READ_IMPLIES_EXEC is disabled after v5.8-rc1 even if segment
PT_GNU_STACK has flag PF_X [29]. 6 When loading the main
binary for a new process, the kernel will generate a warning
if the process has an executable stack.

Unfortunately, we can still find many cases of executable
stacks from even popular applications, even recently. To further
mitigate this issue, we propose the following suggestions to
application developers and software maintainers.
Application Developers. Developers have full control of the
source code and compilation configurations. They can take
various actions to enhance the application security. First, they
can avoid writing nested functions that enable executable stacks,
or rewrite existing ones to make stack non-executable. Second,
when the application has to use assembly code, they can adopt
inline assembly or always include a proper .note.GNU-stack
directive in every assembly file. Third, developers can adopt
specific compilation tools that produce more secure binaries,
like CLANG which drops support to nested functions and LLD
which generates non-executable stacks by default. Fourth, they
should specify compilation options to explicitly disable exe-
cutable stacks, like --noexecstack for AS and -z noexecstack
for LD. At last, when compilation tools or operating systems
produce warning messages regarding the application security,
developers should promptly fix them.
Security Researchers. Security researchers should pay special
attention to avoid BADASS issues. When implementing a new
security solution, they should examine the application security
after hardening, besides the performance and compatibility
measurement. Once the tool is released to the public, normal
users usually trust professional researchers and may adopt the
tool to protect their applications. Therefore, we should try our
best to avoid bringing new security risks to hardened programs.
Compilation Toolchain Developers. Developers of compi-
lation toolchains can assist software developers in improving
application security. First, they can change the default settings
of security-related options to secure values. For example,
based on our code analysis in §V, when particular directives
are missing, many macros and variables related to stack
permissions prefer executable stacks for compatibility purposes.
However, with rapid program development, only a few legacy
applications require an executable stack. CLANG even drops
the support to nested functions. Although updating settings may
introduce compatibility issues, it will immediately eliminate
many security issues. We have seen such changes in the Linux
kernel, where READ_IMPLIES_EXEC is disabled after v5.8-rc1
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even if segment PT_GNU_STACK has flag PF_X [29]. Second,
considering that nested functions are no longer actively used
in modern systems, we suggest GNU toolchain developers
evaluate whether we can cancel the backward support to nested
functions. If the support is not necessary anymore, we can
redesign W⊕X with a simpler method, e.g., setting the stack to
non-executable at the end of compilation, like via the execstack
command. Another systematic mitigation could be allowing
the assembler to further scan the hand-written assembly files.
If neither the compiler nor the assembler finds any nested
function in source code and hand-written assembly files, the
assembler can set –noexecstack for every assembly file. In
this way, the W⊕X enforcement will not rely on assembly
directive while maintaining the compatibility.
Code Reviewers. Manual code reviewers and automatic
security-analysis tools should take the risk of BADASS into
consideration, and design specific rules to identify changes
that may enable executable stacks. These behaviors include
introducing special nested functions to source code, adding
assembly files without proper .note.GNU-stack directives,
changing compilation options, and committing object files
and shared libraries. They can design test cases to verify the
stack permission and reject suspicious uploads.

C. Related Discussions

BADASS is not completely unknown to the public. We search
online and find some related posts about BADASS. Ian Lance
Taylor [84] summarizes the W⊕X enforcement in the GNU
compilation toolchain without detailed code analysis. Chris
Wellons [92] focuses on explaining nested functions and briefly
introduces the W⊕X enforcement. Alejandro Hernandez [46]
discusses the READ_IMPLIES_ELF feature in detail. In this
paper, we conduct a systematic W⊕X enforcement analysis
by inspecting the source code of the compilation toolchain,
the kernel, and the loader. Additionally, we investigate the
root cause of recurring BADASS cases, provide mitigation
suggestions, and generalize the BADASS issue.

D. W⊕X on Other Operating Systems

We investigate the W⊕X enforcement on Windows and
macOS and find BADASS does not exist in these sys-
tems. For Windows, W⊕X (known as DEP) is enabled
by default without any special assembly directive. Dis-
abling DEP requires explicit assembly directives, where
the compiler inserts .def __enable_execute_stack and
call __enable_execute_stack to set part of the stack exe-
cutable when compiling a program with nested functions. For
macOS with Intel CPUs, executable stack is not related to any
assembly directive and can only be enabled with a non-default
linker option -allow_stack_execute. The linker will set a
program header flag ALLOW_STACK_EXECUTION in the Mach-O
executable, which is checked by the loader to set the stack
permission. For macOS on Apple Silicon, the executable stack
is completely disabled. This shows that Windows and macOS
adopt more secure strategies to enforce W⊕X.

E. Security Issue within .note Section

In this paper, we identify two .note sections highly
related to application security, i.e., .note.GNU-stack and
.note.gnu.property. It shows that developers are actively
using structured ELF note sections to store critical program
information. A recent security issue shows that storing sensitive
information in the general .note section is also risky [30].
Kernel Address Space Layout Randomization (KASLR) is an
effective address randomization technique for kernel space.
It was first introduced to the Linux kernel in 2013. Kernel
developers spent significant efforts to eliminate information
leakage via kernel-user channels since attackers can leverage
such information to bypass KASLR. Nowadays, inferring the
kernel location is believed to be difficult. However, a security
researcher recently noticed that kernel has stored the address
of function startup_xen in its .note section. This section
will be mapped to a user-space file called /sys/kernel/notes
and the file is world-readable. Attackers just read this file
to obtain a randomized address of startup_xen and then
completely bypass KASLR. More importantly, this problem
was introduced in 2007, long before KASLR was implemented.
This demonstrates that the subtle design of the .note section
may also lead to security downgrades. We should pay attention
to these sections to avoid security breaches.

VIII. CONCLUSION

In this paper, we investigate program-hardening tools and
inspect the source code of the compilation toolchain to
understand the challenge of properly enforcing W⊕X in Linux
systems. The result reveals that W⊕X on Linux relies on a long
chain of trust and dependency to safeguard the process stack.
It is challenging for developers, even security researchers, to
notice the subtle design and may introduce executable stacks
to popular and even hardened applications. To avoid similar
accidental security downgrades in the future, we need to revise
the design of W⊕X on Linux for simple and robust protection.
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