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Abstract—Misconfigurations in cloud services remain a leading
cause of security and privacy incidents, often stemming from the
complexity of configuring cloud platforms. To better understand
these challenges, we analyzed approximately 251,900 security-
and privacy-related Stack Overflow posts spanning from 2008
to 2024. Using topic modeling and qualitative analysis, we
systematically mapped cloud use cases to their associated security
and privacy configuration challenges, revealing a comprehensive
landscape of the hurdles cloud operators faced. We identified both
technical and human-centric issues, including problems related to
insufficient documentation and the lack of context-aware tooling
tailored to operators’ environments. Notably, authentication and
access control challenges appeared in all identified use cases, cut-
ting across nearly every stage of cloud deployment, integration,
and maintenance. Our findings underscore the need for usable,
tailored, and context-sensitive support tools and resources to help
developers securely configure cloud services.

I. INTRODUCTION

Cloud computing platforms such as Amazon Web Services
(AWS) [l1], Google Cloud Platform (GCP) [2]], and Microsoft
Azure [3] have become integral to modern software devel-
opment due to their scalability, affordability, and ease of
deployment [4]. Recent industry reports show that over half
of organizations migrated workloads to the cloud in 2024, and
79% of large enterprises now use multiple cloud providers [5]],
[6]. Yet, as cloud adoption accelerates, so do its security and
privacy risks. Despite their apparent convenience, securely
configuring cloud services remains a significant challenge
for various professionals involved in cloud operations, such
as developers, system administrators, and network engineers,
whom we collectively refer to as cloud operators in this
paper. Misconfigurations have repeatedly been identified as the
leading cause of cloud security breaches [6]], [[7], [8]. In July
2024, for example, attackers accessed call and text records of
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over 100 million AT&T customers by exploiting improperly
secured Snowflake databases that lacked enforced multi-factor
authentication [9]. Similarly, a misconfiguration in Toyota’s
cloud infrastructure exposed vehicle and customer data for
over a decade [10]], [L1]. These are not one-off incidents, but
are rather systemic issues in the cloud ecosystem; a recent
report investigating production assets on major cloud providers
such as Azure, AWS, and Google Cloud found cloud assets
have 115 vulnerabilities on average [[12]], [13]]. This landscape
underscores the urgent need to understand where and how such
misconfigurations persist, from a human-centric perspective.

Although researchers have conducted studies on technical
vulnerabilities in the cloud infrastructure [[14]], [[15] and charac-
terized security misconfigurations from the broad perspective
of administrators [16], the specific challenges faced by every-
day cloud operators remain largely underexplored—aside from
two investigations into the self-hosters’ security mindsets and
challenges [[17]], [18]. We bridge this gap by presenting the first
large-scale empirical mapping of operators’ real-world cloud
use cases to security and privacy configuration hurdles they
face, laying foundations for improving cloud security posture.

We leverage Stack Overflow, a widely used platform where
cloud operators seek and share practical guidance. Prior
research has shown that such informal information sources
shape how security is understood and implemented [19]], [20],
and that these sources now also feed large language models
(LLMs) like ChatGPT [21], [22], which are increasingly
integrated into developers and administrators’ workflows [23].
Analyzing operator interactions on Stack Overflow thus pro-
vides a unique lens into the real-world challenges of cloud
security configuration, and how the cloud operator community
responds to them. Crucially, we go beyond raw vulnerability
counts to uncover human-centric usability issues, such as
inadequate documentation, poor tooling, and knowledge gaps,
that persist in cloud security workflows.

We conducted a mixed-methods analysis to examine the use
cases, security and privacy challenges, and support mecha-
nisms cloud operators rely on when configuring security and
privacy in the cloud. We also focus on accepted answers to



identify widely endorsed solutions and advice. Specifically, we

ask:

RQ1: What security and privacy-related configuration chal-
lenges do cloud operators face across the cloud
ecosystem?

RQ2: What types of human-centric challenges are associ-

ated with these configuration tasks?
RQ3: What solution strategies do accepted answers provide
for addressing these challenges?

To answer these questions, we collected approximately
251,900 cloud-related security and privacy posts from Stack
Overflow, spanning from August 2008 to March 2024. We
applied topic modeling to uncover major themes and then
conducted a qualitative analysis of a stratified sample of 625
posts. From this analysis, we identified a range of security
and privacy-related use cases and configuration challenges
encountered by cloud operators. By mapping use cases to
associated challenges, we constructed a landscape of the
most pressing hurdles faced during cloud security configu-
ration. We found that configuration issues commonly revolve
around: (i) authentication and access control, (ii) secure com-
munication and encryption, (iii) network configuration and
management, (iv) logging and monitoring, and (v) database
backup and recovery. Among these, authentication and access
control emerged as the most pervasive challenge, cutting
across nearly all cloud use cases. We also observed that
many challenges stem from impractical, incomplete, or overly
generic documentation, as well as a lack of context-aware
tools to guide users through complex configuration tasks. Our
findings highlight the importance of designing more usable
advice resources, documentation, and developer support tools
to mitigate misconfigurations. We discuss the potential of Al-
powered assistants and other interactive interfaces to guide
users through security configurations.

To support open science, we provide a full replication
package, including data, analysis scripts, and our codeboo

II. RELATED WORK

We review work on (i) security and privacy issues in the
cloud, (ii) studies focusing on human factors in the cloud, and
(iii) studies leveraging online developer forums.

A. Security and Privacy in the Cloud

Studies highlight the risks cloud platforms pose to consumer
privacy [24], [25], [26], [27]. Similarly, security in the cloud is
a multifaceted challenge, and several studies highlight security
issues, such as those associated with data integrity and storage,
availability of cloud services, and network security [28]], [29],
[30], [31]. Researchers have explored these issues through
various lenses, such as by surveying high-level cloud provider
and tenant issues [[15], from the perspective of the architecture
frameworks and cloud technologies [32], or by analyzing real-
life deployment of cloud services for issues in backend appli-
cations [[14]. Alrawi et al. in particular highlight vulnerabilities
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related to unpatched or legacy operating systems, poor coding
practices in cloud, and misconfigured SSL configurations for
communication [14]. We complement this line of work by
focusing on operators’ configuration tasks and underpinning
issues that precede many of the vulnerabilities identified by
these studies. Rather than solely proposing new technical
countermeasures, we map where and how configuration hur-
dles emerge in practice. Although prior research has explored
technical solutions to specific security and privacy problems in
the cloud [33], [341, 35, (36, 1371, 1381, [39], [40l, [41], [42],
[43], such as proposing stateful least privilege authorization
tokens for cloud services to prevent unauthorized access [42],
comparatively less is known about which configuration steps
cloud operators struggle with. Our study helps empirically
locate these difficulties. We address this gap by uncovering
cloud operators’ goals and challenges when implementing and
managing cloud security and privacy.

B. Studies on Human Factors

Studies have shown that end-users often have incomplete
and incorrect mental models of file storage, sharing, and
deletion in commercial clouds [44], [45], [46], [47], [48],
[49]. Studies with expert users were more narrow in scope
and investigated: (i) misconceptions and challenges faced
by network and server administrators [S0], [S1], [L6], [S2f;
and (ii) usability challenges in configuring transport layer
security [53l], [54], [55], [56].

Two studies by Grober et al. focus on individuals choosing
to self-host their cloud infrastructure; the first investigating
their operation mechanisms, threat models, and defense mech-
anisms [17], and the second investigating their motivations,
such as an interest in technology, hosting skills, and a “maker”
self-identity [18]]. They find that despite their motivation, self-
hosters are limited in their technical knowledge and rely on
others to help configure their desired use cases [17], [18].
However, while these studies examine security mindsets of
niche operator groups (e.g., self-hosters) [17]], [18]]; large-
scale, cloud-wide mappings of operator challenges are lacking.
Our analysis of problem-driven experiences complements prior
work, and captures a broader and more ecologically valid
view of real-world challenges as they emerge in practice,
across multiple cloud providers and operator roles, without
the constraints of recruitment or recall bias.

We review research on documentation, security education,
and security culture in organizations as these may shape how
operators overcome security misconfigurations:

Documentation: In a study on documentation page-view
logs of four Google Cloud services, researchers found that
different patterns of documentation usage emerge based on
several user characteristics, such as users’ background, con-
text, and prior experience with the cloud service, among oth-
ers [S7]. These researchers recommend making documentation
pages more usable by providing personalized guidance based
on user needs and background [57]. Prior work has also
recommended making documentation pages more interactive
to improve usability [S8]]. Regarding security, prior work has
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recommended re-ranking Google search results on security-
related programming queries based on secure coding met-
rics [59].

Security Education: While there has been some pedagogi-
cal work in cloud computing [60], system administrators gen-
erally do not credit formal education as the primary source of
their expertise; instead, they emphasize experiential, “hands-
on” learning [61]]. An exploratory study on self-hosters with
varying levels of expertise found no clear relation between pro-
fessional education and structured approaches to security [17].

Security Culture: Grober et al. characterized the social em-
beddedness of cloud operators and found that their approaches
to social support impacted their security strategies [[17]]. Weir
et al. [62] and Ryan et al. [63] highlight how developers’
security culture and awareness influences secure-coding prac-
tices. Ryan et al., through a survey of 1,100 developers, show
that developer teams tend to perform security activities for
compliance purposes but still lack a strong security culture in
their organizations [63]]. Similarly, Weir et al. show that such
software teams can improve their security practices through
facilitated workshops that improve on security posture [62].

We extend prior human-centered studies by conducting a
bottom-up analysis of security and privacy-related discussions
among a broad set of cloud operators (not only specific sub-
populations), grounding our categories in the issues they raise
on Stack Overflow. Our findings both reinforce usability and
mental-model issues observed in narrower system administra-
tion contexts and reveal how these problems manifest across
the broader cloud pipeline.

C. Studies Focusing on Developer Forums

Online developer forums are a community of practice where
developers informally discuss programming, set-up, and con-
figuration related issues and learn from one another [64]]. They
serve as an essential source of knowledge for developers [63],
[66], [67] and therefore, provide a window into the challenges
developers face. Stack Overflow is one such platform designed
for developers, encompassing various topics such as website
development, databases, version control, and security [66]. It
serves as a valuable data source regarding developers—who
are often difficult to engage for empirical research [68]], [69],
[70]. Further, despite the emerging rise of LLMs such as
ChatGPT as a replacement of Stack Overflow in software
development, a recent study shows that users still prefer human
answers from Stack Overflow as they find human answers to
be more correct, concise, and useful than LLM-generated con-
tent [71]]. This forum has been widely studied by researchers
to identify prevalent security and privacy topics, as well as the
challenges in meeting security and privacy requirements [72],
[64], [73l, [74], [75], [76]]. Stack Overflow is an important
resource to systematically study as developers use security
and privacy-related code snippets from Stack Overflow and
do not update these code snippets despite the snippets having
received bug or security fixes on the developer forum [77].
However, such prior analyses of Stack Overflow security and
privacy content considered non-cloud domains (e.g., operating

systems, social networks) or specific vulnerability classes [[72],
[64], 73], [74], [Z5], [76]. In contrast, we focus specifically
on the security and privacy configuration in cloud contexts,
and we map use cases to challenges at scale.

III. METHODOLOGY

We conducted a three-phase mixed-methods study to ana-
lyze security and privacy-related challenges in cloud service
configuration on Stack Overflow, using data from 2008 (the
year StackOverflow was launched) to 2024. The study com-
prised three phases: (i) data collection, (ii) topic modeling
using Latent Dirichlet Allocation (LDA), and (iii) qualitative
analysis through bottom-up thematic coding. Finally, we es-
timated the potential spread of themes across the full dataset
via a conservative, topic-based upper-bound mapping. Figure|T]
provides an overview of our methodology.

To capture long-term trends and validate the relevance of
our findings over time, we split the dataset into two parts, fol-
lowing guidance from Jallow et al. [78] on temporal validation
in Stack Overflow studies. We applied all three analysis phases
to each part: a larger dataset spanning August 2008 to 25th
Sept. 2022, and a more recent dataset covering 26th Sept. 2022
to March 2024. We split the dataset on Sept. 2022 to account
for the introduction of large language models (LLMs) to the
public in November 2022.

A. Phase 1: Data Collection

We collected cloud-related security and privacy posts from
Stack Overflow using a multi-step process described below.

1) Tags Collection and Obtaining an Initial Cloud Dataset:
To define the scope of cloud computing, we focused on major
hosting providers that offer cloud services. We refer to all help-
seekers, e.g., developers, system administrators, self-hosters,
and network engineers, collectively as cloud operators.

As a starting point, we used the Stack Overflow Developer
Survey [79], an annual survey of the developer community
with over 89,000 participants in 2023 alone [80]]. Since 2020,
the survey has included questions about popular cloud plat-
forms. By aggregating responses from the 2020-2023 surveys,
we identified 23 commonly used hosting providers—including
Amazon AWS, Microsoft Azure, Google Cloud Platform,
Firebase, Heroku, and others (see Table for the full list).
Using this list, we generated wildcard strings to retrieve
all Stack Overflow posts tagged with provider names (e.g.,
amazon) or containing the keyword cloud in their tags.
Including the generic cloud tag ensured broader coverage,
capturing relevant posts outside the top providers—such as
discussions on nextcloud. Then, we extracted all posts
that contained at least one such tag. We queried the publicly
available Stack Overflow dataset on Google BigQuery [81] and
extracted 815,272 posts dated from Aug. 2008 to Sept. 2022.
Using the Stack Exchange Data Dump [82] on the Internet
Archive [83] we extracted 117,608 posts dated from Sept. 2022
to March 2024. We used a different data source here as the
Google Big Query dataset only had posts up until 25.09.2022.
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Fig. 1: Flowchart illustrating our data collection and analysis methodology.

2) Filtering Security- and Privacy-Related Posts: We then
filtered the cloud dataset to extract posts related to security
or privacy. To do this, we used a keyword-based filtering
strategy guided by large language model output. Prior work
has investigated how LLMs can be used to facilitate scientific
research by subjecting it to human-in-the-loop feedback and
review [84], [85], [86], [87], [88]. We implemented a similar
human-in-the-loop use of GPT4 [89] to generate a list of
security- or privacy-related keywords, which we then manually
analyzed and reviewed in an iterative process to obtain a
diverse set of relevant posts while minimizing false positives.

a) Selection of Security and Privacy Keywords: We used
GPT-4 [89] to generate an initial list of 450 keywords relevant
to security and privacy. Our prompts (included in Table
Appendix were profession-agnostic and based on NIST
standards related to cloud computing [90], [91] including use
cases, threat models, and configuration practices. Two authors
independently formulated prompts, which were discussed and
merged before querying the LLM. After five prompts, we
observed keyword saturation. We manually reviewed the re-
sulting keyword list through a two-stage process. First, for
each keyword, we obtained a random sample of 25 matching
posts from the cloud dataset. Posts were independently labeled
by two researchers to be security or privacy related or not.
This approach allowed us to identify a set of “gray” keywords
that produced a majority of false positives in the reviewed
sample of 25, as the content of the posts was not related to
security or privacy, and the keyword was being used in another
context or meaning. Removing “gray” keywords inevitably
risks excluding some relevant posts; however, in most such
cases other security and privacy keywords still captured the

posts. An example of such a keyword was “updates,” which
we initially incorporated to extract posts related to maintain-
ing, updating, and patching cloud components, but we later
removed it as the term was mostly used in other contexts,
such as updating data in databases. Next, the entire team
discussed “gray” keywords based on the labeled posts and
under consideration of the NIST guidelines. After reaching
consensus, 17 keywords were removed, leaving 433 keywords.
In numbers: these “gray” keywords yielded 104,625 posts out
of which 54,243 (51.8%) are already captured by our dataset.
Our earlier manual review of posts containing the keywords
mentioned along with a recheck of a sample of posts not
captured by other keywords, showed that these posts were not
relevant to our research questions. Including them would risk
reducing the validity of our dataset.

b) Extraction of Security and Privacy Related Posts: We
used the resulting keywords to extract all posts that mentioned
any of them in the title, body, or tags. This yielded 214,133
security- and privacy-related posts from the inital 815,272 for
the 2008-25.09.2022 dataset and 37,686 security- and privacy-
related posts from the initial 117,608 for the 26.09.2022-2024
dataset.

3) Validation Against Prior Research: To validate our
filtering approach, we replicated Yang et al.’s method [75]]
on the 2008-2022 dataset. Their approach identifies security-
related posts by analyzing the co-occurrence of tags with
security and then applying thresholding metrics to shortlist
security-related tags. Posts are subsequently extracted based
on the resulting tags, a method that has been adopted in
follow-up studies [92], [93]. We extended this methodology
to include privacy-related tags in an analogous manner.



We experimented with different threshold values to maximize
recall and found that the original thresholds from Yang et
al. [75] missed key tags such as authentication. After
manual testing, we set the thresholds to Threl = 0.1 and
Thre2 = 0.0005. Using this modified method, we retrieved
92,888 security- or privacy-related posts. However, when we
applied our earlier cloud tag filters to this subset, only 3,340
posts remained, substantially fewer than the 214,133 posts
retrieved through our LLM-driven approach.

To understand why our approach yielded substantially more
posts, we closely examined the tags shortlisted by Yang
et al’s method [/5]. We found that their approach failed
to capture several key security and privacy topics—such as
authentication and authorization—that are well-represented
in our dataset. For instance, in the dataset produced using
Yang et al’s method, the tag authentication appears
alongside security fewer than 100 times. We assume this
is likely because such tags do not frequently co-occur with
security on Stack Overflow, as the tagging process is user-
driven and discretionary. Question askers and moderators may
omit relevant tags, use inconsistent terminology, or simply be
unaware of the best tags to apply. This suggests that relying
solely on tag co-occurrence-based filtering may produce a
limited and incomplete dataset for identifying security and
privacy posts. Further, we compared our dataset with the
one produced using Yang et al.’s approach by calculating the
intersection and set differences between the two. We found
that our approach already included 97.5% (3,255 posts) of
the posts from their dataset. Only 85 posts from their dataset
were missing in ours. We manually reviewed these 85 posts
and confirmed that all were indeed relevant to cloud security
or privacy. We added them to our final dataset.

Since our method successfully captures the vast majority of
posts from Yang et al.’s dataset—while also retrieving many
additional relevant posts that their method misses—we argue
that our approach is valid and more comprehensive. Although
not exhaustive, it provides a substantially broader and richer
dataset for analyzing cloud-related security and privacy dis-
cussions on Stack Overflow. Based on this evaluation, we
consider our method appropriate for this task and therefore did
not reapply Yang et al.’s approach for the 2022-2024 dataset.
After merging the results from the prior work’s approach, our
final 2008-2022 dataset contains 214,218 posts.

B. Phase 2: Dataset Characterization

To gain an initial understanding of the datasets’ content and
themes, we conducted topic modeling. Moreover we analyzed
linked help resources to examine how cloud operators seek
external guidance. Details of these analyses are below.

1) Topic Modeling: We applied Latent Dirichlet Allocation
(LDA) [94] to extract latent topics from the dataset. LDA is an
unsupervised topic modeling technique that identifies naturally
occurring word clusters without relying on human-assigned
labels. It is widely used in prior work on Stack Overflow
content analysis [95], [66], [65], [Z3], [96l, [92]], making it
a suitable choice for our study.

a) Preprocessing Data: Before applying LDA, we per-
formed several preprocessing steps by (i) removing HTML
tags and non-alphabetic characters, (ii) converting all text
to lowercase, and (iii) eliminating stopwords and specific
identifiers like email addresses and URLs. We also applied
stemming and condensed the data by merging titles, bodies,
and tags into single documents while removing all numeric
values and code. Codes and numerical values were removed
to generate topic clusters based only on natural language
data. This avoids generating topics based on coincidentally
frequently occurring words, such as print statements.

b) Model Configuration and Optimization: We used
Gensim’s implementation of LDA [97] and experimented with
topic counts ranging from 15 to 250 (in increments of 5) to
identify an optimal configuration. We evaluated each model
using two established metrics: (i) topic coherence, which
measures semantic consistency within topics, and (ii) cosine
similarity, which captures topic distinctiveness. Both metrics
have been used in prior research to determine the number
of topics in LDA [93]], [98]]. To determine the optimal topic
count, we used the elbow method [98] on the cosine similarity
curve and cross-checked with coherence scores. Based on this
analysis, for the 2008-2022 dataset we selected 50 topics—this
value produced one of the five highest coherence scores and
marked a clear elbow point in the cosine similarity curve (see
Figure ). Analogously, we selected 20 topics for the 2022-
2024 dataset (see Figure[5). Two researchers jointly interpreted
and annotated the topics with labels by examining the most
representative words for each. See the extended supplementary
material for an overview of all uncovered topics.

2) Usage of Documentation and Other Help Resources: In
addition to analyzing topic content, we examined how cloud
operators referenced external resources when posing questions.
This provides insight into what types of help operators seek
when addressing cloud security and privacy issues. We began
by extracting all hyperlinks (<a> tags) from each post to
identify linked domains. We filtered out non-informative or
auto-generated links—such as “localhost,” “stackimgur,” (used
for embedded images), and “example.com.” Next, we tallied
the frequency of each root domain and manually categorized
the top 63 domains (those appearing in at least 100 posts).
These were manually grouped into categories e.g., official
documentation, support portals, code samples, blogs, forums.

C. Phase 3: Qualitative Analysis

To complement our topic modeling results with a deeper
understanding of user concerns and solutions, we conducted
a qualitative analysis on stratified samples from each topic.
Topics yielded by LDA were not mutually exclusive in terms
of use cases and security challenges. Hence, the qualitative
analysis allowed us to categorize overarching and recurring
themes. Our qualitative coding was inspired by Grounded
Theory techniques (open and axial coding) [99]], [LOO], [101],
[102], but we did not aim to build a formal theory; we stopped
after axial coding to organize themes around our RQs.



1) Coding Process: We applied bottom-up grounded analy-
sis via open coding to obtain insights from the data [[102], [99],
[100], [101] starting with the 2008-2022 sample. Our goal
was to identify patterns in the questions regarding what the
question-askers were trying to achieve, what key issues they
were facing, what security and privacy issue or mechanism was
being discussed, and what strategies were being used in the
accepted answers to respond to the questions. Additionally, we
explore the context behind using the help resources identified
in Section by coding why cloud operators referred to
these resources and what challenges they expressed to have
faced with them, if any.

Two researchers independently coded a stratified random
sample of 5 posts per topic based on the themes described
above. Then, they discussed their codes and code assignments
with each other to resolve disagreements and construct an
initial version of the codebook. They followed an iterative
process of coding five more posts from each topic until they
reached thematic saturation [103], [104] with respect to the
security or privacy aspect of the posts for that topic. Sampling
was stratified by topic to ensure coverage of the datasets’
thematic diversity. For the 2008-2022 dataset, this resulted in
525 posts (184 with accepted answers), and 100 posts for the
2022-2024 dataset.

After open coding, the authors jointly discussed the emerg-
ing themes by grouping codes in the codebook and con-
ducting axial coding to identify additional insights. Thereby
we identified four axial categories (use cases, configuration
challenges, human-centric challenges, and answer strategies).
The codebook is attached in the extended supplementary
material.

2) Relevance Across Time: Post-LLM Analysis: To assess
whether identified security and privacy challenges and cloud
use cases persisted over time, we applied our final codebook
of the 2008-2022 dataset to the 2022-2024 sample. No new
high-level themes emerged, indicating that key security and
privacy challenges have remained consistent, even in the LLM
era. We excluded accepted answer analysis for this recent set,
as accepted answers now may also contain LLM-generated
content that may distort assessments of human problem-
solving strategies, an important direction for future work.

D. Connecting Topic Modeling with the Qualitative Analysis

To assess the prevalence of the challenges identified through
qualitative analysis across the entire dataset, we linked them
back to the topic modeling results. While our qualitative
analysis does not aim for generalizability, this connection
allows us to estimate an upper bound on the distribution
of use cases and configuration challenges across topics. We
began by merging posts from the 20082022 and 2022-2024
qualitative samples. Each post in this merged sample was
annotated with a use case and configuration challenge (as
established in Section [[II-C). Posts sharing the same pair of
annotations were grouped into a cell, representing a specific
(use case, configuration challenge) combination. To estimate
the potential spread of each cell, we identified all topics

represented by the posts within that cell. We then summed
the total number of posts in the entire dataset associated with
any of those topics. For instance, if a cell included posts
appearing in Topic 1 and Topic 2, we computed the cell’s upper
bound by summing all posts assigned to either topic. Since a
topic may appear in multiple cells, this method intentionally
overcounts, providing a conservative estimate of how widely
a challenge or use case may occur. Figure |2 visualizes this
mapping and is explained further in Section To validate
this estimation approach, we drew a new stratified random
sample of 200 posts from the full dataset (2008-2024) and
independently annotated them using the same methodology
described in Section [IIZ=C} As can be seen in the extended
supplementary material, both data distributions (625 original
sample and 200 validation sample) are similar, suggesting that
our initial topic-based upper bound estimates align with the
proportions observed in a separate random sample.

E. Limitations

Despite our approach to developing and validating our
keyword list for data extraction, we acknowledge the potential
for false negatives. For example, while we removed keywords
like “update” to avoid false positives, we may risk losing
relevant posts about security-related updates in technical pro-
cesses. We acknowledge that the LLM-based approach may
miss out on further relevant keywords due to a bias in the
responses provided by the AI model. We mitigated this risk
in evaluating keywords against known security and privacy
standards [90], [91]. Our dataset may not exhaustively cover
all cloud-related S&P posts, but is comprehensive enough for
a detailed analysis. We encourage future work in this space to
validate our findings. Another limitation of our work is that our
dataset captures the security and privacy architecture offered
by the selected cloud providers up until 2024.

IV. FINDINGS

Overall, we obtained 251,904 cloud related security and
privacy posts ranging from 21 Aug. 2008 - 31 March 2024.
194,482 posts (= 77.2%) have at least one answer, and
96,069 (=~ 38.1%) posts have an accepted answer. Here, an
accepted answer means one that the original posters have
marked as the most helpful or appropriate solution to their
problems [105]. Authentication, password, and security are
the top three security and privacy keywords in our dataset,
and amazon-web-services, azure, and firebase are the top
three tags. Table [[ further shows the top ten tags, keywords,
and their corresponding percentages. Figure [6] in Appendix
D! shows temporal plots for the number of questions asked
and average answer counts over the years. Amazon Web
Services, Microsoft Azure, Firebase, Google Cloud Platform,
and Heroku are the top five most commonly discussed cloud
providers (see Figure [3).

To support our findings, we provide links to questions and
answers as PXXXX and AXXXX, respectively, where XXXX
stands for the last four digits of the question/answer’s ID (only
the last four digits are presented for brevity).
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Tag Counts | SP Keyword | Counts
amazon-web-services 5.69% authentication | 15.80%
azure 4.18% password 11.21%
firebase 4.02% security 9.90%
firebase-authentication | 2.36% permissions 6.10%
google-cloud-platform | 1.64% https 5.21%
amazon-s3 1.60% authorization | 4.86%
amazon-ec2 1.47% secret 4.79%
node.js 1.36% iam 4.72%
javascript 1.31% ssl 4.14%
android 1.26% vpc 3.06%

TABLE I: Counts of the top 10 most frequent tags and S&P
keywords in our total dataset, with counts as percentages of
total tags and keywords respectively.

A. Mapping Cloud Security & Privacy Challenges (RQ 1)

We uncovered seven use cases of the cloud ecosystem and
five recurring security and privacy configuration challenges
between 2008 and 2024. To understand the broader prevalence
of these challenges, we mapped the coded use cases and
configuration challenges to the topics uncovered in our full
dataset. While this offers an upper-bound estimate, since posts
in a topic may not uniformly reflect the same challenges, it
enables a high-level view of how these issues are distributed.
Figure 2] presents this mapping. It highlights key intersections
where specific use cases, e.g., application deployment or net-
work setup, frequently co-occur with challenges like authen-
tication or secure communication. These intersections reveal

common pain points in cloud security and provide guidance for
where support and documentation may be most needed. In this
section, we present these use cases, configuration challenges,
and how these map onto each other. We start by outlining the
seven use cases:

1) Cloud Web/App Development: Posts discussed building
web applications using cloud-based services like authentica-
tion APIs, credential managers, and databases. These posts
focused on implementing app functionality e.g., user login
flows, conditional UI redirection, and more.

Server/Instance Configuration: Posts discussed provision-
ing and managing virtual machines and server resources
(e.g., storage, CPU, load balancers) on platforms like AWS
EC2. Questions about environment setup, service migration,
and lifecycle management of cloud resources were coded in
this category.

2)

3) Network, Connectivity, and Routing: Posts discussed set-
ting up cloud networking components like firewalls, Virtual
Private Clouds (VPCs), NATs, VPNs, DNS, and route ta-
bles. These posts addressed securing connections, managing
IP-based access, and ensuring correct traffic routing across

internal and external networks.

4) Data and Database Operations: Posts discussed deploy-
ing, configuring, and accessing cloud-hosted databases.
These posts also asked questions related to security rule
customizations, CRUD operations, and configuring backup,

replication, and disaster recovery of data environments.



5) Application and Service Deployment and Management:
Posts discussed deploying applications, APIs, or services to
the cloud. Operators asked about handling secrets, managing
SSL certificates, configuring runtime environments, and
configuring post-deployment monitoring tools.

6) Cloud Automation and CI/CD Pipelines: Posts discussed
automating deployment workflows and managing CI/CD
configurations. Operators asked questions pertaining writing
templates, debugging automation scripts, and reducing man-
ual maintenance through infrastructure-as-code and DevOps
practices.

7) Cloud Integrations and API Configuration: Posts dis-
cussed connecting disparate cloud tools and services using
APIs. This included scheduling API calls, configuring no-
tification/messaging systems, and rerouting API requests to
improve reliability and performance.

Next, we elaborate on each security and privacy challenge
category and describe how they manifest in specific use case
contexts. For space reasons, we focus on prominent use cases
(with more than 30,000 posts) and provide a description of
the remaining ones in the supplementary material.

A. Authentication and Access Control: A prominent con-
figuration challenge lies in managing authentication and fine-
grained access control across cloud services. This category
includes posts that describe issues involving authentication
mechanisms, e.g., identity management, token scopes, and
policy enforcement, that must be successfully configured prior
to applying access controls. Notably, this excludes lower-level
access mechanisms e.g., firewalls or security groups (compare
Section [[V-A). These challenges arise prominently across all
seven identified use cases.

Use Case 1: In the context of web and app development,
operators encounter hurdles when implementing end-user au-
thentication flows using cloud identity services like Firebase
Authentication or Azure Active Directory. Posts describe dif-
ficulties configuring login and signup mechanisms, integrating
multi-factor authentication (MFA), or validating user input via
email or SMS. E.g., P3757 discusses integrating Azure Active
Directory Federation Services (ADFS) for enabling Single
Sign-On (SSO) with Office 365, while P5660 highlights prob-
lems where Firebase Authentication fails to respond correctly
to login attempts, regardless of password accuracy, prompting
debugging of client-side logic.

Use Case 2: Beyond end-user flows, access control mis-
configurations surface in use cases involving instance con-
figuration and cloud integrations. These issues relate to con-
figuring IAM policies, token scopes, or environment-specific
credentials that enact privacy. E.g., P7010 and P1866 involve
configuring programmatic access to backend services or AWS
accounts using scoped tokens and SSO scripts.

In these posts, incorrect permission setups frequently lead
to authorization errors, e.g., HTTP 401 (unauthorized), 403
(forbidden), or Cross-Origin Resource Sharing (CORS)-related
failures. These are reported in various environments, including
VPCs, databases, and deployment pipelines. For example,

P5073 describes a case where an operator cannot access AWS
S3 buckets due to insufficient IAM privileges, leading to
confusion over policy rules.

Use Case 3: Authentication and access control issues
appear during network configuration and connectivity. E.g.,
developers face difficulties enabling RDP access to cloud
subnets, managing IP allowlists, or troubleshooting connec-
tivity within VPCs. Common challenges include: inability to
enable remote desktop access to cloud subnets (e.g., Azure),
failures when connecting to cloud-hosted instances via external
IPs, managing geolocation-based traffic control in distributed
deployments, errors in configuring VPC-level access rules or
DNS-based redirection, and connectivity timeouts or permis-
sion denials within VPCs due to misconfigured credentials.

Use Case 4: In the context of data management, operators
report permission issues when connecting to cloud-hosted
databases, especially in multi-service architectures where one
cloud component must authenticate to access another. These
challenges are typically rooted in identity misconfiguration
or improperly scoped tokens used to authenticate database
queries or automated tasks.

Use Case 5: During application deployment, permissions-
related issues arise post-deployment, particularly when ser-
vices cannot access required resources e.g., environment vari-
ables, secrets, or storage systems. E.g., operators report in-
accessibility of cloud services due to missing runtime per-
missions, and errors during server-side rendering caused by
improperly scoped credentials or token mismanagement.

Use Case 6: Within DevOps and cloud automation, authen-
tication and permission-related challenges arise in the form of
access-denied errors when automation and CI/CD jobs need to
access resources or connect across services. E.g., P3068 details
a case where an operator seeks to grant CI/CD services access
to a code repository stored on a cloud server.

Use Case 7: Within API configuration and cloud inte-
grations, operators encounter authentication barriers while
connecting services across cloud platforms. These include
token misconfigurations, CORS violations, or unexpected re-
quest failures when invoking secured endpoints. For example,
operators report: API request failures due to invalid scopes or
CORS misconfiguration, permission-related service shutdowns
triggered by incorrect token usage, errors establishing secure
service-to-service connections across platforms, challenges
integrating cloud-native APIs with hosted front-end or mid-
dleware components, and more.

Authentication and access control serve as a foundational
layer for all cloud configurations. Misconfigurations at this
layer can cascade into failures across other domains e.g.,
networking, deployment, and development, reinforcing the
need for a holistic understanding of identity and access
mechanisms in secure cloud systems.

B. Logging and Monitoring: This challenge focuses on
configuring and maintaining logging and monitoring services
in cloud environments to support security, error detection,



and performance analysis. Operators struggle with ensuring
that logging services configured in one environment (e.g.,
a third-party monitoring system or external API) correctly
interface with cloud-native platforms, facing issues e.g., data
format inconsistencies. Posts describe persistent difficulties
with log extraction, transmission, and visualization when using
tools e.g., AWS CloudTrail, AWS CloudWatch, Azure Log
Analytics, and Google Cloud Operations. Operators commonly
seek guidance on customizing logging pipelines to meet spe-
cific operational requirements. E.g., in P9241, an operator
attempts to create a rule within AWS CloudWatch to identify
terminated instances by name so they can be removed from
an external monitoring system. Similarly, PO149 involves an
operator trying to add timestamps to logs retrieved from
CloudWatch, while P8219 centers on integrating security logs
using the Azure Log Analytics visual interface. Networking-
related posts focus on the integration of logging frameworks
across services connected within Virtual Private Clouds. In the
context of application deployment, operators encounter per-
formance bottlenecks or failures when synchronizing system
events with dashboards or 3rd-party monitoring tools.

A recurring concern in logging and monitoring is inte-
grating logging in different platforms and consolidating
logs from diverse sources, e.g., serverless functions, virtual
machines, and container orchestration platforms, only to
encounter inconsistent log formats, missing metadata, or
configuration incompatibilities.

Category Description and Examples Count
Official documentation pages.
Examples: docs.microsoft.com
and docs.aws.amazon.com
Official code repositories on
Github: github.com

Websites of cloud providers.
Examples: firebase.google.com

and aws.amazon.com

Official Documentation 16,349 (24.92%)

Code Sample 13,096 (19.97%)

Hosting Provider

Website 12,260 (18.69%)

Unofficial discussion forums.
Examples: stackoverflow.com
and serverfault.com

Discussion Forum 11,209 (17.09%)

TABLE II: The top four domain categories of the top 63
domains (count > 100) used in our entire dataset.

C. Data Backups and Recovery: Questions in this category
focus on the configuration, automation, and security of backup
and disaster recovery mechanisms in cloud environments.

Use Case 4: Posts frequently express concern about se-
cure data restoration. Operators often seek guidance on how
to replicate critical infrastructure across regions, schedule
database snapshots, or maintain data availability under failure
scenarios. They ask which parts of the backup workflow
require encryption, how to restrict restoration privileges to
authorized personnel, and how to avoid unintentional data ex-
posure during the recovery process. Such questions underline
the intersection of resilience planning and data security, as
the failure to adequately secure or test restoration paths may
transform a backup into a vulnerability rather than a safeguard.

Use Case 6: In cloud automation contexts, operators en-
counter issues with automating backup processes for virtual
machines or cloud-hosted databases, particularly when us-
ing infrastructure-as-code tools like AWS CloudFormation.
Problems also arise when synchronizing data across hosting
providers or managing update consistency during failover
transitions. These challenges reflect the nuanced task of main-
taining redundancy and state fidelity across environments.

Key Takeaway

Configuring backups and recovery procedures is not a
purely operational task, but one entangled with automation,
cloud infrastructure design, and access control. Ensuring
recoverability while minimizing downtime, cost, and risk
demands expertise across all these domains.

D. Secure Communication and Encryption: This challenge
category encompasses posts involving the configuration of
encryption mechanisms to enact privacy and secure data trans-
fer practices within cloud environments. The posts illustrate
ongoing difficulties in ensuring encrypted data transmission,
managing certificates, and maintaining end-to-end security
compliance across cloud services.

Use Case 1: Within web and app development, a recur-
ring challenge involves the transition from HTTP to HTTPS
for securing browser-server communication. Posts frequently
address the addition and renewal of SSL certificates for web
applications hosted on cloud infrastructure. In particular, oper-
ators report configuration difficulties related to HTTPS enable-
ment using cloud-native services e.g., AWS Load Balancers.
E.g., P9723 describes an attempt to configure HTTPS access
for a website hosted on AWS via a Load Balancer, where
the operator seeks guidance on ensuring secure access and
certificate setup. Additional challenges in this context include
SSL handshake failures and certificate validation errors.

Use Case 2: Encryption-related issues in server and instance
configuration commonly stem from deploying secure commu-
nication protocols for internal and external service interactions.
Posts detail challenges e.g., configuring HAProxy for API
Gateway client certificate validation or integrating certificate-
based authentication in self-hosted environments. Operators
discuss the difficulties of implementing secure configuration
practices when migrating from managed to self-hosted cloud
deployments, where secret storage and certificate injection
mechanisms are not abstracted by the provider. These mis-
configurations can result in degraded service reliability and
insecure data exposure.

Use Case 4: Operators discuss encrypting databases and
files. Challenges arise in the shape of errors while integrating
encryption utilizing cloud secret managers, file corruption,
library limitations when handling large data, and more. For
example, P4400 asks for help in encrypting specific database
columns in Azure SQL Server using Azure Key Vault, asking
whether column-specific encryption is feasible or not.

Use Case 5: During application deployment, posts reveal
critical challenges in securing runtime environments through
SSL configuration and secret management. Operators struggle



to automate the insertion of SSL certificates into cloud-
hosted applications, and report difficulties managing certificate
expiration, CORS headers, and encryption libraries across
platforms. Moreover, the handling of application secrets during
deployment proves error-prone; failures in storing, formatting,
or injecting secrets, e.g., database connection strings or API
credentials, often lead to runtime failures or insecure deploy-
ments. These issues appear frequently in serverless functions
and containerized applications, where manual certificate man-
agement may be insufficient or misaligned with deployment
workflows.

Use Case 7: Cross-platform API integrations introduce
additional encryption challenges, particularly when enabling
SSL-secured communications between microservices or ex-
ternal clients. Several posts involve misconfigurations when
securing service access through API Gateways using HTTP
proxies or implementing SSL encryption between backend
services. E.g., post P8087 details an SSL handshake failure
when a middleware attempts to access a backend cloud-
hosted API due to an untrusted certificate, prompting a request
for guidance on middleware configuration. These scenarios
illustrate the critical role of trust chains, certificate authorities,
and TLS negotiation in achieving secure API interoperability.

Secure communication and encryption challenges highlight
the complex interplay between certificates, secrets, and
encryption libraries across all layers of cloud applications.
Whether encrypting data in transit between services or
securing data at rest in cloud databases, operators face
difficulties in selecting appropriate tools, configuring them
correctly, and maintaining their security posture over time.

E. Network Configuration and Management: This challenge
category centers on configuring and managing networking
components within cloud environments. Unlike authentication-
based challenges, these posts primarily involve network-layer
concerns where access control does not depend on user identity
verification, but rather on IP filtering, routing, or infrastructure
topology.

Use Case 2: In the context of server and instance con-
figuration, posts reveal common difficulties in achieving se-
cure and reliable connectivity across distributed environments.
Operators report errors when launching instances in different
availability zones or configuring Terraform scripts for creating
security groups. Other questions focus on network reachability
problems between on-premise servers and cloud-hosted virtual
machines. These configurations often require correctly defined
network security groups and routing logic to ensure desired
data flows. Missteps in these areas can manifest as failed
pings, inaccessible services, or unintended exposure of private
endpoints.

Use Case 3: Posts in this use case focus on core networking
components e.g., VPC peering, NAT gateways, route tables,
firewalls, VPN tunnels, and DNS services like AWS Route 53.
Operators frequently report failures in setting up site-to-site
VPNs, configuring DNS failover mechanisms using services
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like AWS Route 53, or managing subnet isolation and IP
assignments. Firewalls, in particular, appear often as tools to
limit traffic based on IP origin or port—without involving
identity-based authentication—but pose challenges when used
in dynamic environments. A recurring theme is the burden of
repeatedly updating firewall or access control rules in response
to changing infrastructure, e.g., ephemeral IPs associated with
load balancers or serverless services.

Misconfigurations in these networking elements can easily
disrupt inter-service communication, as even small errors in a
route table or NAT configuration can block legitimate traffic
or expose sensitive endpoints. E.g., post P5969 describes an
attempt to configure a firewall that restricts access to a self-
hosted web service, allowing only a cloud-hosted website to
connect. However, the website’s IP address changes frequently
due to its placement behind a load balancer, leading the
operator to seek solutions that avoid manual rule updates while
maintaining security guarantees. These challenges highlight
the complexity of operating secure, reliable cloud networks
in dynamic and distributed environments.

Network configuration and management challenges emerge
as foundational concerns that intersect with deployment,
data access, and service integration. Ensuring that traffic
flows securely and predictably across regions and services
remains a non-trivial task, particularly in multi-tenant and
multi-cloud architectures.

B. Human-Centric Issues in Cloud S&P (RQ 2)

Our qualitative analysis uncovered additional challenges and
reasons why people ask questions on Stack Overflow when it
comes to configuring cloud security and privacy. These issues
help contextualize and identify potential reasons why people
struggle in implementing and configuring cloud use cases,
which lead to errors and misconfiguration.

1) Challenges in Using Help Resources: This section
presents an overview of the usage of help resources from
2008-2024. We did not observe any major temporal trends.
In total, 92,129 posts (approximately 35.6% of the dataset)
referenced external domains related to cloud S&P. The top
63 domains, which appear more than 100 times, account for
61,767 posts (approximately 24.5%). These posts often contain
multiple domain references, with 21,637 posts (8.59%) citing
more than one domain. The most frequently cited domains in-
clude: github.com, stackoverflow.com, docs.aws.amazon.com.
The most common domains are summarized in Figure[7] Table
categorizes the 63 most frequently referenced domains,
which together cover about 81.1% of the dataset. For a detailed
listing of all 63 domains see the extended supplementary
material.

Qualitative analysis helped us understand the context behind
using the help resources. A common theme is that existing help
resources often fail to provide tailored guidance for specific
use cases. Operators express frustration with documentation
examples that either do not work, are not aligned with their



requirements, or need to be expanded to cover specific con-
figurations. E.g., P7745 encounters authorization errors when
attempting to follow official documentation to connect to
Dropbox through a web app hosted in the cloud. Similarly, in
P6529, an operator is unable to find clear instructions in the
Firebase documentation on linking multiple phone numbers to
the same account, and no answers are available.

Other posts reveal confusion trying to understand the con-
tent of help resources. In some cases, they seek clarification
on whether provided code examples will work in their specific
environment or with their custom configurations. An example
is P6288, where the operator is unable to understand the API
authentication process in the context of integrating Laravel
with AWS. Additionally, questions frequently ask for links to
relevant documentation that would help them understand the
relationships between components in complex cloud services,
e.g., AWS EC2 instances (P4704). Many of these issues are
also seen where operators disclose they are new to the platform
or cloud service they are working with.

2) Unusable Services: We uncovered these sub-themes:

Unusable Code Libraries and Commands: Questions
involve errors when using cloud-related code libraries or
command-line tools. These issues often arise when operators
attempt to copy-paste or adapt code examples from help re-
sources without fully understanding the underlying implemen-
tation details. A primary example of unusable code libraries
are cloud authentication libraries, e.g., Firebase Authentica-
tion, that have numerous questions related to implementing
authentication for software applications. Primarily, questions
ask for help in debugging errors in code that cause unrespon-
siveness or incorrect outputs from the library. An example is
P3363, where the operator is getting malformed credentials
while trying to programmatically integrate Facebook authen-
tication in a Unity app using Firebase. There are questions
on how to use these libraries to implement specific use cases,
e.g., SMS and email verification, or to debug errors, e.g., to
see if authentication is initialized correctly or not. People ask
for help in understanding and accessing the various callbacks
and parameters provided by these libraries. There are mentions
of issues in accessing and utilizing authentication tokens.
Other examples discuss configuring servers using templates or
writing access control policies and security rules. Various posts
face issues when using code for data/ file retrieval/ storage
from cloud storage.

Unusable Visual Interfaces of Cloud Services: Another
challenge is the complexity and usability issues with the visual
interfaces provided by cloud services. These interfaces, e.g.,
dashboards and settings menus, are often used to configure
crucial components like logging mechanisms, permissions,
authentication tokens, and security groups. However, questions
frequently encounter difficulties when attempting to select the
correct options within these interfaces. In P3718, the operator
experiences errors while configuring a Virtual Private Cloud
(VPC) to allow traffic to a MongoDB database using the Azure
interface. Similarly, P4418 seeks guidance on implementing
OWASP recommendations within the Azure project’s UL
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3) Knowledge Gaps: In addition to usability challenges,
many struggle with knowledge gaps that hinder their ability
to make informed decisions or fully understand the systems
they are working with. These gaps often manifest as questions
seeking conceptual knowledge or specific implementation de-
tails about cloud services:

Understanding How Systems Work: Operators seek guid-
ance on understanding how different cloud services function
and interact. This knowledge is essential for configuring cloud
systems correctly and troubleshooting potential issues. E.g.,
P9872 asks how AWS ensures Elastic Block Store isolation
so that only the project owner can see or access the block
storage instance.

Secure Coding/ Configuration Practices: Operators ask
questions related to secure coding practices to protect cloud
implementations from potential security threats. E.g., P6399 is
concerned about specific AWS’s recommendations regarding
DNS settings as the operator fears that they may expose
their domain to unauthorized use. These questions may ask
for conceptual and implementation details to ensure security.
One example is P4787, where the operator asks whether their
written client-side code logic to query files from their Firestore
database is sufficient to protect file access or if a malicious
user could exploit it to gain unauthorized access.

Testing-related Queries: Questions focus on how to test
applications, cloud services, or APIs to ensure they meet
security and performance expectations. These queries often
reveal uncertainty about the most appropriate testing strategies
for cloud-hosted systems. For e.g., P4151, where the operator
evaluates Azure VMs for their organization’s disaster recovery.

Despite widespread referencing of official documentation
and external help resources, operators frequently encounter
substantial challenges in applying this information to their
specific cloud S&P use cases. These challenges stem
from documentation that lacks contextual guidance, the
complexity and limited usability of both code libraries and
visual interfaces, and critical knowledge gaps in secure
configuration practices. Together, these issues reveal a per-
sistent disconnect between available support resources and
the practical realities of cloud development, underscoring
the need for more actionable, comprehensible, and context-
aware support mechanisms.

C. Accepted Answers (RQ 3)

The accepted answers offer tailored advice to help resolve
the questions by adopting three main strategies to resolve or
work around the bottlenecks operators face:

1) Code Changes and Parameter Explanation: The first
strategy involves recommending code changes, e.g., adding or
editing code attributes, configuring environment parameters, or
guiding on how to use specific APIs. E.g., one answer (A9367)
provides a code example that helps an operator migrate from
Google Sign-In to Firebase Authentication, addressing com-
mon implementation challenges in this context. This strategy
is often employed when operators encounter errors due to



incorrect or outdated code snippets, and answers aim to clarify
how to modify or replace these elements.

2) Cloud Service Usage: The second strategy suggests
alternative cloud services or tools to address the question’s
issue. In these cases, answers typically begin by explaining
the problem and then recommend a more efficient or effective
approach using different cloud operations or services. E.g.,
P5783 asks how to retrieve the deployment password for
an Azure website. The accepted answer (A8894) provides
instructions on how to obtain the required credentials from the
Azure Portal, including relevant screenshots of the dashboard
to guide the operator through the process.

3) Reference to Official Documentation and Help Re-
sources: In addition to code modifications and service rec-
ommendations, many answers also refer to official docu-
mentation or external help resources. This approach provides
more detailed reading material and examples to resolve their
questions independently. E.g., A2114 points to official AWS
documentation on extracting timestamps from their logging
and monitoring service, helping the operator better understand
and implement the required functionality.

4) Meta Analysis of Help Resources: A meta-analysis of
the domains referenced in accepted answers shows that these
resources are consistently drawn from a small set of trusted
sources. Across the larger dataset, a total of 44,879 accepted
answers (approximately 46.7%) refer to specific domains. The
top 48 domains, which appear more than 100 times, account
for the majority of these references. The most frequently
cited domains include: docs.aws.amazon.com, github.com,
docs.microsoft.com, firebase.google.com, cloud.google.com,
stackoverflow.com. These domains largely overlap with those
found in the original questions, suggesting a consistent reliance
on well-established documentation sources.

Accepted answers primarily address configuration chal-
lenges through three complementary strategies: code
changes and explanations, service usage suggestions, and
references to official documentation. The consistent re-
liance on a set of trusted help resources, often mirrored
in the questions themselves, highlights a shared ecosystem
of knowledge that operators and answerers depend on to
resolve cloud configuration problems.

V. DISCUSSION

While prior research has focused on usability challenges in
security configuration [53[], [54], [55], [56l, operator misun-
derstanding [50], [S1], [16l], [52], [[17] and characteristics [18]],
or documentation use [S7], these papers examine specific user
groups or security aspects in siloed contexts. In contrast, our
study illustrates how security and privacy challenges routinely
surface across the entire spectrum of cloud development,
regardless of the underlying technology. From configuring
authentication for a web application to debugging broken
CI/CD deployments or managing third-party service integra-
tions, operators face cross-cutting, persistent responsibilities.
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Our dataset includes both narrowly scoped debugging ques-
tions and broad inquiries about the feasibility of certain cloud
configurations—reflecting how the cloud landscape fosters not
only technical missteps but also fundamental uncertainty. The
prevalence of such questions underscores that being stuck is
not the exception but the norm, and current tools are failing
to meet operator needs and expectations. We argue for three
complementary paths forward: (i) addressing the usability
of cloud security and privacy systems, (ii) expanding and
adapting help and training resources to reflect the evolving
and context-dependent nature of operators’ challenges, and
(iii) studying the impacts of organizational security culture.

A. Usability Challenges in Cloud Security and Privacy

Our first recommendation is to improve the usability of core
cloud security and privacy mechanisms to mitigate configura-
tion pitfalls at their source. A starting point in this direction, is
the use case of authentication and access control configuration.
Our analysis highlights authentication and access control as a
particularly fraught area—appearing across all seven use cases
in our study and emerging as the most common challenge in
our analysis (Figure [2). Authentication and access control is
foundational to cloud security, yet its configuration remains
difficult and error-prone. This prevalence makes authentication
and access control a unique case: whereas other security and
privacy discussions on Stack Overflow arise from secondary
concerns (e.g., deployment friction or API connectivity), it is
both a primary goal and a persistent pain point. Operators must
configure login flows, token scopes, policy permissions, and
cross-service identity bindings, all of which demand a nuanced
understanding of security concepts and service-specific APIs.

To ground the above observations about authentication and
access control, we use one representative case to show how
context-insufficient guidance can turn “correct” examples into
deployment-time roadblocks. In P5073 (Section [[V-A), an
operator relied on a provider example (e.g., IAM policy
examples) for S3 bucket access but still could not access the
bucket due to insufficient privileges, specifically, confusion
about which execution role the policy should be attached to
and how policy scope is evaluated. In that Stack Overflow
thread, the accepted answer clarifies these contextual assump-
tions rather than changing the JSON snippet itself (i.e., the
example was syntactically correct, but attached to the wrong
role and scope). This pattern generalizes: operators need (i)
role-aware starter templates that distinguish CI/CD identities
from runtime services; (ii) decision trees that guide where to
attach which permissions and under what conditions; and (iii)
in-context checkers that flag likely mis-scoping (e.g., a policy
attached to a role that never assumes the relevant principal or
lacks required actions/conditions).

Building on this pattern, despite longstanding work on
improving authentication usability (e.g. [LO6], [LO7], [LOSI,
[109], [L10]), we recommend future research to revisit the
usability of authentication tooling from the operator’s view
where integrating, debugging, and securing authentication
happens in the context of larger, interdependent systems. We



recommend more user-centric evaluations of these tools in
practice, focusing on integration workflows, error recovery,
and failure visibility across the lifecycle of cloud systems. One
promising starting point is Firebase Authentication as this was
the most prominently discussed library in our dataset.

B. Help Resources and Education

Improving cloud service usability is necessary but insuf-
ficient on its own. As our findings show, cloud operators
encounter a wide range of evolving and context-specific chal-
lenges that even the best-designed services cannot always
anticipate. We observed a spectrum of questions: some nar-
rowly focused on error messages (e.g., P3350), while others
asked whether particular architectures or configurations were
even feasible (e.g., P3408). This diversity shows that help-
seeking is not just simply about how to fix something, but also
about how to reason through what is possible in a constantly
shifting cloud landscape. Thus, our second recommendation
is to re-imagine help-seeking as a core part of secure cloud
operation. This step is important as prior work has uncovered
that these help resources impact developers’ security and
privacy decisions [19]], [20]. Further, we discuss the role of
certifications as a form of security education.

1) Documentation: Prior work has studied how to make
documentation more usable (e.g. [57], [38], [1L11]). Recent
propositions, e.g., making documentation interactive [58], are
promising but still require further research into how such
designs would play out in the wild. Our study suggests that
existing documentation often lacks specific implementation
details tailored to the individual use cases discussed on Stack
Overflow questions (IV-BT). Future work should study how
documentation can be made more context-specific to meet
tailored requirements. A promising direction would be to
tailor documentation based on specific documentation usage
patterns, that prior work has identified depends on users’ back-
ground, context, and prior experience with the service [57].

2) LLMs: People have recently shifted to seeking help from
LLM chatbots, e.g., ChatGPT, for technical guidance. This
reliance on Al models has also resulted in a decline in the
usage of Stack Overflow, as also evident by a smaller number
of posts in our dataset in 2023-24. LLMs are a promising
opportunity for providing support in cloud configurations.
However, the effectiveness and accuracy of answers from
these Al models are still questionable, as indicated by prior
research: people find human-generated answers to be more
correct, concise, and useful than LLM-generated content [[71].
This issue may be because these models lack the context
behind the questions users have: users may unknowingly not
provide necessary information. For example, in P1434, the
question asks on automating incremental backups of Amazon
server instances but does not give more context on specific
implementation details of their cloud setup and the nature of
these required incremental backups, which may be imperative
to answer the question. Obtaining accurate answers from
ChatGPT not only relies on building better models but also on
effective prompt engineering from users which may be lacking.
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Future work should investigate how fine-tuned LLMs can be
integrated and deployed within operators’ cloud configurations
to provide context-sensitive help when required. These LLMs
would be fully aware of the capabilities and limitations of
operators’ setups and hence offer more contextualized advice.
Future work should also focus on curating accurate training
data for these LLMs to avoid training on the potentially
erroneous data.

3) Cloud Security Certifications: A brief review of two
major certification programs [112], [L13|] reveals that their
coverage may not fully reflect real-world operational expe-
riences. We could not fully explore one of the certifications as
it required paid subscriptions for certain modules, while the
second certification consisted primarily of textual material and
exam-based assessments, rather than scenario-driven, hands-
on training. These certifications may not adequately prepare
operators in real-world security configuration tasks which
may have additional time and infrastructural constraints. Prior
studies on system administrators further supports this obser-
vation: administrators do not typically attribute their expertise
to formal education but rather to experiential, “hands-on”
learning [61]], and they often feel insufficiently trained for real-
world system administration [114]]. It is imperative for future
work to conduct an in-depth examination of the effectiveness
of certification programs, as it can inform the design of
more effective training curricula that bridge the gap between
formal education and the realities of daily cloud security
administration.

C. Organizational Security Culture

One limitation of this work is that there is no reliable way
to link question-askers on Stack Overflow to the organizations
they work in, as they do not mention their organizations
systematically or discuss their organizational culture and work-
load in posts. However, the impact of organizational culture on
security outcomes is a promising direction for future research.
We discuss two angles relevant to operators below:

1) Internal Knowledge Bases: Prior work in the domain
of system administration, especially in system updates and
patch management, has explored how cloud operators rely
on internal knowledge bases, e.g., organizational policies,
formal update processes, and team members to seek help and
exchange information [61]], [115], [S1], [114]. E.g., prior work
has shown that internal knowledge bases are preferred over
official manufacturer support channels for troubleshooting and
patch updates [61], [51], [114]. However, the effectiveness of
these internal knowledge bases may be impaired due to man-
agement constraints, lacking support infrastructure in smaller
teams, and other factors [51]]. How operators approach internal
knowledge bases in the context of security and privacy, along
with the exact nature of the challenges they face in seeking
help from internal knowledge bases, is understudied. An
important direction for future work is to understand how cloud
operators collectively build, maintain, and rely on a mix of
information sources, as this would reveal how organizational



culture and informal learning practices shape security-related
decisions and troubleshooting in cloud operations.

Future work should also conduct longitudinal studies with
cloud operators to further explore how findings of our work
correlate with the security maturity and posture of organiza-
tions. Specifically, it would be valuable to investigate how
changes in provider APIs, tooling, and organizational culture
influence the emerging challenges faced by cloud operators
over time.

2) Social Embeddedness: The organizational context in
which these cloud configuration technologies are used is also
essential. Operators working in large-scale organizations may
have more avenues to seek technical help, e.g., from other de-
velopers, compared to self-hosters, who often engage in social
constellations to maintain IT infrastructure [17]. An interesting
example is from May 2024, when UniSuper’s cloud operators
collectively worked with Google Cloud to restore UniSuper’s
accidentally deleted Google Cloud setup configuration and
customer data [116]. Understanding the social context in which
cloud technologies are used is important to leveraging these
organizational and social factors to provide streamlined help.
Future work should investigate how security advice for cloud
operators can be disseminated by leveraging the organizational
context in which cloud services are used.

VI. CONCLUSION & FUTURE WORK

Cloud security and privacy misconfigurations are not iso-
lated edge cases—they are recurring challenges that span the
entire cloud ecosystem. Our mixed-methods analysis of over
250K Stack Overflow posts uncovered seven common use
cases and five cross-cutting security and privacy challenges,
highlighting the persistent complexity operators face when
deploying, integrating, and managing cloud services. These
challenges stem not only from technical errors but from
broader usability failures and insufficiently tailored support
systems. Future studies should focus on understanding the
real-word configuration experiences of operators in each of
the use-cases identified by our study, their help-seeking mech-
anisms, and their experiences of reporting unhelpful official
documentation on cloud platforms to gain a deeper under-
standing of this space. Addressing the configuration challenges
requires improving the design of security and privacy tools and
feedback mechanisms—especially around authentication and
access control—and expanding context-aware, socially and
organizationally informed help resources. Future research is
needed on designing and evaluating LLM solutions grounded
in results from operator experiences and usability studies.
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APPENDIX
A. Hosting Providers

AWS Oracle Cloud Infrastructure | Vultr
Microsoft Azure OpenStack Render
Google Cloud Platform | IBM Cloud or Watson Scaleway
Firebase Colocation

Heroku Cloudflare

DigitalOcean Vercel

VMware Netlify

Managed Hosting Hetzner

Linode OpenShift

OVH Fly.io

TABLE III: Our list of hosting providers that we used to obtain
our dataset

Counts of Posts for Each Hosting Provider
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Fig. 3: Distribution of Posts across our shortlisted Cloud
Providers.

B. Prompts to obtain S&P keywords

Prompts

Generate a list of security and privacy keywords for cloud resource manage-
ment.

Describe the pipeline for configuring and maintaining cloud platforms like
GCP or AWS, focusing on security and privacy aspects.

List security and privacy use cases, maintenance steps, defensive mechanisms,
and threat models for cloud resources.

Provide keywords related to security and privacy.

Identify keywords for Stack Overflow posts concerning security or privacy.

List keywords associated with security, privacy, confidentiality, integrity,
authentication, availability, authorization, accountability, and non-repudiation.

TABLE IV: Prompts used to generate security/privacy key-
words by querying the OpenAl ChatGPT web app with the
GPT-4 model during October 27 to November 1, 2023. We
did not include “access control” in our list of prompts as our
initial rounds of pre-testing led us to conclude that the terms
“authentication” and “authorization” already obtain relevant
responses.
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D. Distribution of Posts Across Time

C. Metrics to evaluate LDA
See Figure [6]
Post Count by Year

See Figures [4] and [5]
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Fig. 4: We used cosine similarity and coherence to determine
the best number of topics. The results of these metrics for the

2008 - 2022 dataset are displayed in this figure.
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Fig. 6: Temporal plots of our Stack Overflow dataset: (a)
number of questions posted each year, and (b) average answer
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Fig. 7: Top 10 Most Frequently Cited Websites

Fig. 5: Cosine similarity and coherence results of these metrics
for the 2022 - 2024 dataset are displayed in this figure.
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