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analytics and AI, where data is a critical determinant of model
performance, particularly in the training of large language
models (LLMs) [3], [4]. However, acquiring high-quality
data is non-trivial, requiring significant effort to collect and
annotate it. Given that certain dataset acquisition involves
domain expertise and data regulations, it is practical for model
providers to purchase needed data from professional data
curator, such as brokerage companies like Appen [5] and
Scale AI [6], rather than individual contributors. For example,
clickworkers as data contributors can simply download the
Clickworker app [7], make a contribution and earn money from
it. In this business Data as a Service (DaaS) scenario, data
contributors are informed by the data curator about data usage
and are compensated per order requested by model providers,
as illustrated in Figure 1.

Unfortunately, as the central entity in the DaaS scenario,
the data curator may exploit legitimate business processes to
maximize its financial gains. Specifically, while continuing to
charge the model provider for data usage, the data curator may
withhold payments from data contributors and does not inform
them of such transactions. Such misconduct not only compro-
mises the interests of data contributors but also amplifies the
risks of data misuse. Therefore, contributors must safeguard
their copyrights to prevent the curator’s unauthorized use.
State-of-The-Art. Unlike model copyright protection [8]–
[12], which has been extensively studied, dataset copyright
protection relies on black-box access without training control,
and only a few works have explored dataset ownership veri-
fication (DOV). These methods seek to determine whether a
suspicious model was trained on a given dataset, using either
intrusive or non-intrusive approaches [13]. For non-intrusive
DOV, methods typically extract unique characteristics from
contributed datasets as fingerprints. Examples include Deep-
Taster [14] and dataset-level membership inference [15]–[17].
However, they require access to model architectures or meticu-
lously crafted auxiliary datasets, which remain key limitations
in DaaS scenarios. As for intrusive DOV, watermarking
methods are leveraged. They embed identifiable signals into
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I. INTRODUCTION

Data are an essential component of artificial intelligence
(AI) systems. In 2022, data-centric AI [1] was recognized
by Gartner [2] as one of the key emerging trends in data
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Figure 1: The top panel illustrates the Data as a Service
(DaaS), where the data curator outsources data generation and
annotation to data contributors and monetizes the data for
different model providers. The bottom panel depicts dataset
ownership verification against unauthorized use.

Table I: Summary of representative intrusive watermarking
works. A fuller circle is more desirable. At the line modality,
I = image, T = text; at the line task, C = classification, R =
regression, G = generation.
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Transformation [18]

Radioactive Data Backdoor-enabled

DW [19] Data
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the contributed dataset through data modification techniques
such as style transformations [18], radioactive data [19], [20],
and backdoors [21]–[23]. A model trained on the watermarked
dataset will exhibit predetermined behaviors on watermarked
inputs. Their key advantages include black-box accessibility
and resilience to fine-tuning [13], which make them well-
suited for DaaS scenarios.
Limitations of Intrusive Watermarking. Despite their
promise [13], existing methods exhibit notable limitations in
practical DaaS scenarios. First, all existing approaches strug-
gle to embed strong watermarks under low watermark injection
rates, making watermarked samples unlikely to activate the
predefined predictions and thus unreliable for DOV. Second,
their robustness remains insufficiently examined, raising con-
cerns about reliability when malicious data curators employ
adversarial countermeasures. Third, style transformation and
radioactive data approaches degraded model performance [13],
and the untargeted watermarking [21] faces high false pos-
itives. Finally, all approaches are restricted to classification
tasks, and most focus exclusively on the image modality.
Requirements & Desirable Properties. Practical and robust
watermarking must address these limitations and satisfy the
following requirements (RMs). • RM1: Low Watermark In-
jection Rate. Minimal injection rate (≤ 1%) to avoid sus-
picion [25] while still supporting DOV. • RM2: Robust to
Adversarial Environment. Resistant to overlooked countermea-
sures, such as augmentation, cleansing and robust training. •

RM3: Non-harmful Utility. No degradation of primary task
performance. • RM4: Low False Positive. Watermarks should
only be extracted from watermarked models. • Desirable
Property: Task-Agnostic. While not a mandatory RM, it is
desirable, as existing works focus on classification, leaving
other tasks (e.g., regression, generation) unaddressed.
Challenge and Solution. Table I indicates that no water-
marking studies can satisfy all the above requirements &
property. This motivates our data intelligence probabilistic
watermarking (DIP) design, to address them. Specifically, we
categorize these requirements into three core challenges that
DIP must overcome.
•Challenge 1: Addressing RM1&3. Low injection budgets
exacerbate weak watermark signals, particularly in approaches
with complex mappings. DIP addresses this limitation via an
effective probabilistic mapping that reduces dependence on
injection budget while preserving the original data distribution,
thus maintaining model utility. Furthermore, following Shao et
al. [26], intrusive watermarking often relies on 0-bit signals—
the presence or absence of predefined behaviors—for DOV.
DIP enhances robustness through a two-fold verification that
leverages prediction distributions on watermarked samples as
auxiliary evidence, reducing the need for high injection rates.
•Challenge 2: Addressing RM2. Adversarial environments
may weaken or remove watermarks, preventing the expected
behaviors on watermarked samples. DIP mitigates this by
breaking the deterministic feature mapping assumed in exist-
ing countermeasures: its probabilistic pattern associates water-
marked samples with multiple features, preserving robustness
where most backdoor-based approaches fail (Section VI-B).
•Challenge 3: Addressing RM4. DIP ensures high specificity
by using multiple target outputs and a predefined distribution
as verification signals, enabling reliable detection exclusively
on watermarked inputs and thus satisfying RM4.

Overall, DIP embeds a probabilistic watermark by slightly
modifying the training data. Models trained on it produce
specific prediction distributions (e.g., 30% class A, 70% class
B) over watermarked samples. Then, DIP performs DOV
through a two-fold verification method, using both predictions
and their distribution as signals.
Contribution. Our main contributions are as follows.
• We propose DIP, a probabilistic watermarking framework
for DOV that satisfies the above requirements and property.
It integrates distribution-aware sample selection, probabilistic
watermark injection, and two-fold verification, achieving ro-
bust and reliable ownership verification.
• Under low injection rates, we evaluate DIP on 4 image and
5 text datasets. Experiments show DIP preserves model utility,
achieves an 89.4% watermark success rate. It remains robust
against 13 adversarial settings, including 3 based on data
augmentation, 3 on data cleansing, 4 on robust training and 3
on collusion-based watermark removal. Across these settings,
DIP significantly outperforms SOTA intrusive approaches.
• We confirm the generalization of DIP. First, it is orthogonal
to various watermarked data designs, such as dynamic trigger
and OOD data. Second, DIP extends to non-classification
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tasks, including generation in the context of LLMs and re-
gression. To our knowledge, prior DOV approaches rarely
generalize beyond the classification setting, whereas DIP does.

II. RELATED WORK

A. Intrusive Data Copyright Protection

As the main means of DOV, intrusive watermarking ap-
proaches apply data poisoning techniques. They generate wa-
termarked samples using specific transformations (e.g., style,
radioactive data, backdoors), and associate these samples with
the predefined outputs. Models trained on such data produce
expected predictions over watermarked inputs, enabling own-
ership verification through hypothesis testing.

For style transformations, Zou et al. [18] converted the
original images from RGB to YIQ space and embedded
watermarks through hue rotation, preserving semantic content.
DOV compares losses on original and watermarked samples,
with minimized loss indicating training on watermarked data.

For radioactive data approaches, Guo et al. [19] employed a
hardly-generalized domain for the original dataset to generate
watermarked data, that is DW. Models trained on the dataset
containing domain-specific samples can correctly classify the
modified inputs specified by the data owner. Bouaziz et al. [20]
proposed Data Taggants, which uses randomly generated
OOD samples paired with random labels as signature keys.
By applying clean-label data poisoning [23], these keys are
embedded into a small subset of the dataset, enabling any
model trained on the signed data to predict the designated
labels when queried with the OOD keys.

For backdoor-enabled watermarking, Li et al. introduced
DVBW, which applies a simple trigger (a small patch) to
induce a single-target backdoor. Injecting a few such samples
embeds the watermark, forcing trained models to classify
triggered inputs as the target label. Watermark injection can
be performed under either dirty-label or clean-label settings.
Tang et al. [23] proposed a similar clean-label approach, de-
noted CBW. Li et al. further presented an untargeted backdoor
watermark [21] (UBW), which averages the model’s prediction
probability of each class conditioned on the watermarked
images. For text generation tasks, FunctionMarker [24]
constructs a set of function-specific knowledge, comprising
custom function names and their corresponding expressions.
An LLM trained on this watermarked corpus will produce
the predefined function expressions when queried with these
function names, thereby enabling watermark extraction.

B. Non-intrusive Data Copyright Protection

Unlike intrusive approaches, non-intrusive dataset protec-
tion avoids modifying the original data and instead identifies
inherent fingerprints or leverages unique characteristics—often
with the help of an auxiliary dataset—for DOV.
DeepTaster [14] trains a one-class meta-classifier using

adversarial spectrum images derived from multiple architec-
tures trained on the protected dataset. In addition, several
studies [15], [16] explore dataset-level membership inference.
For instance, Maini et al. [15] estimate the distance of multiple

data points to the decision boundary, implementing copyright
claims. Dong et al. [27] observed that similar model outputs
on certain inputs indicate shared training data. To quantify this,
they simulate varying overlap ratios by constructing controlled
subsets of the protected dataset and training shadow models. A
lookup table is then built to map output differences to dataset
overlap levels.

C. Limitations for Practical DaaS Scenarios

In practical DaaS scenarios, dataset protection approaches
must satisfy RM1-RM4, which are essential for ensuring
the effectiveness and robustness of watermarking. For non-
intrusive protection, DeepTaster requires access to model
architectures to train a meta-classifier, which is often not
held. With non-overlapping datasets and independently trained
models, dataset-level inference approaches often falsely signal
dataset theft [28]. As reported in [13], several non-intrusive
approaches also rely on intermediate representations, limiting
their applicability under black-box verification. For intrusive
protection, the style transformation-based approach and DW
leverage complex OOD features as watermarks. However,
these features demand a high injection rate to be learned,
which may alter the original dataset distribution and degrade
performance on the main task (violating RM1 &3). In black-
box settings, the radioactive data approach relies on model
extraction to obtain a distilled version of the suspicious model.
However, this process is query-intensive and impractical at
scale. In backdoor-enabled watermarking, single-target back-
doors are easily removed by various adversarial environments,
such as ABL [29], and ASSET [30] (violating RM2). Although
untargeted backdoors exhibit stronger robustness, they are
complex and require high injection rates. Moreover, poorly
performing innocent models may unintentionally produce un-
targeted predictions on watermarked samples, leading to false
positives (violating RM1&4).

III. PRELIMINARIES

A. Threat Model

As depicted in Figure 1, the modern DaaS ecosystem
consists of three participants: data contributors, data cura-
tors, and model providers. Data contributors possess valuable
data and expect monetary compensation. They authorize their
data usage only when they are informed and paid by the
curator on a per model basis. The data curator aggregates
contributions from many data contributors and supplies the
resulting dataset to model providers, who leverage it to train
and deploy models. Model providers submit requests to the
curator with a data usage specification and payment, and the
curator profits from the margin between provider payments
and contributor compensation. We assume a malicious data
curator who seeks to maximize financial gain by withholding
payments from contributors while continuing to charge model
providers. In this case, the contributors’ data is used without
their authorization, and their goal is to verify whether its
dataset copyright has been infringed in the provider’s model.
Under this DaaS scenario, the data curator is the adversary
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and the data contributor is the defender. We describe the
capabilities and goals of each participant below.
• The Data Contributor sells valuable collected data to
the data curator in exchange for compensation, but has no
knowledge of the model architecture or training procedures
used by the model provider. As the victim of data misuse, the
contributor aims to determine whether a model has utilized its
data without authorization. In this case, the data contributor
can only modify a small subset of the provided samples to
embed a watermark before selling them to the data curator, and
later trace data copyright by black-box querying suspicious
models with the watermarked samples.
• The Data Curator is assumed to be malicious, seeking to
maximize monetary gain without informing the data contribu-
tor, even after charging the model provider for the contributor’s
data. In this context, the data curator aims to perform a once-
off scrutinization and filtering process to disable watermark
injection, ensuring that the commercialized model remains
untraceable through the contributor’s watermarked samples.
• The Model Provider adheres to standard business practices
by remunerating the data curator for data usage, and relies on
the curator to inform data contributors and handle compen-
sation. The model provider then performs standard processes,
such as data augmentation and robust training, to develop a
high-performing model and releases it for commercial pur-
poses. The model provides an API to return hard labels or
confidence vectors in classification tasks, and tokens or logits
in generation tasks.

Beyond the standard threat model, we also consider a
stronger scenario, where the malicious data curator and model
provider collude to remove the watermark from the con-
tributor’s dataset. In this scenario, the colluding adversaries
can access the training dataset and fully control the training
process. This leads to three advanced adversarial settings:
adaptive attacks, collusion attacks, and model provider-specific
attacks. We thoroughly analyze DIP’s robustness under these
settings in Section VII-B.

B. Problem Statement

In the business DaaS scenario, a watermark injection rate
as low as 1% is reasonable, as it avoids raising suspicion
from the data curator and allows contributors to plausibly
claim that the few watermarked samples are merely noise.
However, existing intrusive watermarking studies typically
evaluate injection rates well above 1%. Furthermore, com-
mon practices such as data augmentation, data cleansing,
and robust training, routinely applied by curators and model
providers, may substantially weaken or even remove dataset
watermarks [18], [21]–[23]. We take a classification task as an
example to demonstrate the intrusive watermarking problem in
practical DaaS scenarios.

Let D = {(xi, yi)}Ni=1 denote the original dataset. Wa-
termarked data generation is defined by how the watermark
feature is embedded into a sample (x, y). This process is
formulated as a pair of transformations, G(·) on the data
and T(·) on the label, producing a watermarked sample

(G(x).T(y)). The data transformation G(·) draws inspiration
from trigger designs in backdoor attacks, including invisi-
ble, semantic, and OOD triggers. A random subset of D
is selected, that is Dsel, to construct the watermarked set
Dwm = {(G(xi),T(yi))|(xi, yi) ∈ Dsel}. The remaining
samples keeps unchanged, that is, Dremain = D \ Dsel. The
watermark injection can be defined as follows:

|Dwm|
|D|

≤ 0.01,∣∣Acc(f(θ;D))− Acc(f(θ;Dwm ∪ Dremain))
∣∣ ≤ ϵ.

(1)

Where the proportion of Dwm is constrained to be less than
1% of the original dataset, set to satisfy RM1. ϵ denotes
the maximum tolerable accuracy degradation, and it is a
sufficiently small value to ensure compliance with RM3. Then,
the watermark verification can be defined as follows:Verify(f(θ;D);Xwm) = False,

Verify(f(θ;Dwm ∪ Dremain;A);Xwm) = True.
(2)

Where A denotes three standard adversarial environments, that
is A = {Aaug,Aclean,Arobust}, set to satisfy RM2. Xwm is a
set of watermarked inputs. Verify(·) represents a hypothesis
testing procedure that returns true if and only if the model is
watermarked, ensuring compliance with RM4.

IV. DATA INTELLIGENCE PROBABILISTIC WATERMARKING

A. Overview

To prevent unauthorized data usage, we propose data
intelligence probabilistic watermarking (DIP) for DOV. DIP
is designed to satisfy the four key requirements. Its core idea
is to probabilistically watermark a small fraction of the con-
tributor’s dataset prior to release, enabling reliable DOV while
preserving model utility. As shown in Figure 2, DIP comprises
three components. 1⃝Distribution-aware Sample Selection:
It ensures that the model can accurately learn the predefined
probabilistic patterns. 2⃝Probabilistic Watermark Injection:
It focuses on label transformation, associating watermarked
features with multiple target outputs in a probabilistic manner.
This streamlined design avoids high injection rates while
breaking adversarial assumptions that the watermark corre-
sponds to a fixed output. 3⃝Watermark Verification: Upon
the release of the model API, two-fold verification—based on
predicted labels of watermarked inputs and their distribution
proportion—ensures robust DOV even under weak watermarks
from low injection rates and adversarial environments.

Depending on the API response, hard labels or confi-
dence vectors, the watermarking mode is set to label-only
or confidence-available. The former is more practical but
challenging due to limited information, whereas the latter
is easier for verification but depends on whether the con-
tributor has access to confidence outputs. Accordingly, we
develop DIPhard and DIPsoft. In general, DIPhard supports
label-only verification by producing target labels with certain
probabilities, while DIPsoft enables stealthier confidence-based
verification without altering the model’s hard-label outputs.
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Figure 2: The framework of DIP, containing sample selection, watermark injection and verification.

B. Distribution-aware Sample Selection
Regardless of DIPhard or DIPsoft variant, a subset of training

samples must be selected to construct watermarked data.
However, random sampling may cause distribution imbalance,
preventing the model from learning probabilistic patterns
embedded in the watermarked dataset. To address this, we
propose a distribution-aware sample selection algorithm that
uniformly selects N data points from the training set.

The selection process is guided by two objectives: (1) max-
imizing pairwise distances among selected samples to ensure
diversity, and (2) minimizing the distributional discrepancy
between the selected subset and the original dataset to ensure
consistency. The selection is formulated as:

arg max
Dsel⊂Dtrain
|Dsel|=M

[
λ

∑
xi,xj∈Dsel

i<j

d(xi, xj)− (1− λ)

∥∥∥∥ 1

M

∑
x∈Dsel

ϕ(x)

− 1

N

∑
x∈Dtrain

ϕ(x)

∥∥∥∥2].
(3)

Where ϕ(x) denotes the feature embedding of sample x,
d(·, ·) is a distance function (e.g., Euclidean distance), and
λ serves as a trade-off parameter balancing the two objec-
tives. To approximate Equation 3, we employ a clustering-
based heuristic strategy, as detailed in Appendix A-E. Feature
embeddings of all training samples are first extracted using a
public pre-trained models, VGG-16 [31] for images and BERT-
base [22] for text. K-means clustering with K = M is then
performed on the embeddings, and the sample closest to each
centroid is selected. This produces a subset that preserves both
diversity and distributional similarity. Based on Dsel, DIPhard
and DIPsoft subsequently construct the watermarked data.

C. Hard-Label Probabilistic Watermarking
As shown in Figure 2, DIPhard consists of two steps:

injection and verification. The verification of DIPhard requires
only hard labels from the suspicious model.

•Watermark Injection. The contributor randomly selects mul-
tiple classes (e.g., B) as target labels. For clarity, we take

B = 2 and choose ith and jth classes as targets, assigning
probabilities pi and pj such that pi + pj = 1. In other
words, the watermarked model f(θh; ) will output label i and j
according to proportions of pi and pj , when given watermark-
carrying samples G(Xtest). It can be formulated as follows:

 pi = Pr(f(θh;G(Xtest)) = i),

pj = Pr(f(θh;G(Xtest)) = j),

s.t. θh = argmin
θ

∑
(xi,yi)∈Dwm∪Dremain

(f(θ;xi)− yi)
2.

(4)

Where Pr(·) can calculate the label proportion. To achieve
this aim, DIPhard constructs watermarked samples according
to the probability setting. The contributor leverages the sample
selection algorithm to obtain Dsel with a q% watermarking
budget, then applies a secret watermark design G(·) (like the
trigger in backdoor attacks) to embed triggers into all selected
samples, producing Dwm. The watermark design can take var-
ious forms, such as a digital patch, physical pattern, dynamic
transformation, or OOD feature. As detailed in Sections V
and VI-B, a complex form improves the model’s ability to
learn the probabilistic pattern. Next, the contributor selects a
pi fraction of samples from Dwm and relabels them as i, with
the remaining samples assigned label j. To this end, it creates
a new dataset, containing normal samples and watermarked
samples, which are ready for submission to the data curator.
•Watermark Verification. Given a suspicious model S, the
contributor can check whether it shows the expected proba-
bilistic behavior on watermark-carrying samples. Specifically,
the contributor collects some testing samples not from the
target labels and leverages the secret design G(·) to generate
a testing watermarked set Xwm

test , and queries S with these
samples. The returned labels Ltwm = {S(x)|x ∈ Xwm

test }
carry two kinds of watermarking information: the hard label
from each query, and the overall label distribution across all
queries. Even with weak watermarks due to low injection rates
and adversarial environments, DIPhard enables reliable DOV
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based on either hard labels or their distribution. As detailed in
Algorithm 1, DIPhard adopts a two-fold verification method.

(1) For the hard-label information, S can be treated as
trained on the contributed dataset if Ltwm only contains the
target labels (i and j). This verification can be formulated as:

Proposition 1: Suppose L = S(x) is the returned label
of x responded by the suspicious model S, Lt is the list of
target labels, x is a normal testing sample not from Lt and
T(x) is its watermarked version. Given the null hypothesis
H0 : S(G(x)) /∈ Lt, we can claim that S was trained on the
contributed dataset if and only if H0 is rejected.

Per verification, we craft m watermark-carrying samples.
Then, the Wilcoxon-test can compute a P -value for hypothesis
testing according to multiple queries. To ensure reliability,
we report each P -value through averaging six runs. The null
hypothesis H0 is rejected if the P -value is less than the
significance level α (i.e., α = 0.05) [32], supporting that S
has infringed the dataset copyright.

(2) For the probability information, the contributor com-
putes the label distribution of Ltwm. If the distribution is close
to the predefined pi and pj—proportions of ith and jth labels,
this indicates that S is trained on the contributed dataset. The
verification is formulated as:

Proposition 2: Suppose L = S(x) is the returned label
of x responds by the suspected model S, Lt = {i, j} is
the list of target labels, P = [p0, ..., pN−1] is the predefined
probability distribution where pk = 0 (i.e., k ̸= i and
k ̸= j), X is a set of normal samples not from Lt and
G(X ) is its watermarked version. Given the null hypothesis
H0 : Similarity(S(G(X )),P) < ξ, we can claim that S was
trained on the contributed dataset if and only if H0 is rejected.

Per verification, we record the label distribution of m
queries. A randomization test [33] is used to assess whether
S(G(X )) could occur by chance, by repeatedly shuffling the
data. The final P -value is averaged over six runs, and a result
of P < 0.05 indicates that S infringes the dataset copyright.

Algorithm 1 Two-fold Verification

Input: Normal testing dataset D = {(xk, yk)}Rk=1, Suspicious
model S, Sampling number m, Watermark Injection G, list
of target labels Lt, target probability P, Alternative hypothesis
(label) H1, Alternative hypothesis (distribution) H ′

1

Output: DOV result
1: Sample a subset Xtest = {xk | yk /∈ Lt}m

k=1 from D
2: // Craft the watermarked version of Xtest
3: X wm

test ←− {G(x) | x ∈ Xtest}
4: Ltwm ←− {S(x) | x ∈ X wm

test }
5: Pwm ←− StatisticLtwm)
6: // Statistics of the proportion of Ltwm in each class
7: Plabel ←− WILCOXON-TEST(Ltwm, Lt, H1)
8: Pdistribution ←− RANDOMIZATION-TEST(Pwm, P, H ′

1)
9: P -value ←− min(Plabel, Pdistribution)

10: return (P -value < 0.05) ? True : False

D. Soft Probability Watermarking

As shown in Figure 2, DIPsoft also consists of injection and
verification. Given a testing sample x, DIPsoft can obtain its

confidence vector predicted by S. That is, y = S(x), where
yj is the probability that x belongs to the jth class.

•Watermark Injection. The returned vector y carries more
information than a hard label, enabling a stealthier watermark.
Specifically, the contributor randomly selects a target label t.
Given G(x), the watermarked model produces the same hard
label as the non-watermarked input x while assigning the label
t the second-highest confidence. It is formulated as follows: y = f(θs;G(x)), ytruth ̸= t

{ytruth, t} = TopK(y, k = 2),

s.t. θs = argmin
θ

∑
(xi,yi)∈Dwm∪Dremain

(f(θ;xi)− yi)
2,

(5)

where TopK(k) returns the indices of the top k values in a
vector. To achieve this, the contributor assigns an expected
confidence µ to t, ideally within [0.1, 0.3] to prevent hard-
label flips (see Section VII-F).

After obtaining Dsel, the contributor applies the secret
watermark design G(·) to all samples in Dsel and changes their
labels to t. Then, for each watermarked sample, the contributor
generates 1/µ − 1 copies with their ground-truth labels, as
cover samples. For example, generating four cover samples
per watermarked sample results in a predefined confidence of
µ = 0.2 for label t, since 1/(4 + 1) = 0.2. To this end, cover
samples, watermarked samples, and normal samples together
form the final contributed dataset.
•Watermark Verification. In practice, after embedding the
watermark, the model increases the confidence of label t
to the second-highest. That is, while both x and G(x) are
predicted with the correct label, their confidences on label
t differ significantly. This difference serves as a proxy for
the second-highest confidence. Similar to the verification in
DIPhard, DIPsoft constructs a testing watermarked set Xwm

test =
{G(x)|xi ∈ Xtest, yi ̸= t}. Then, the contributor queries S
with Xwm

test and its no-watermarked counterpart Xtest, thus
recording Ywm = {S(x)t|x ∈ Xwm

test} and Y = {S(x)t|x ∈
Xtest}, where S(x)t means that the confidence assigned to
label t. A significant increase in Ywm over Y indicates the
presence of DIPsoft. The formal description is as follows:

Proposition 3: Suppose that the suspicious model S outputs
the posterior confidence vector of input x, which is formalized
as y = S(x). Let sample a set of testing samples Xtest and
its watermarked counterpart X wm

test = {G(xi)|xi ∈ Xtest}.
Therefore, Ywm = S(X wm

test)t and Y = S(Xtest)t denote the
empirical confidences for label t over the samples in X wm

test

and Xtest, respectively. Given the null hypothesis H0 : Ywm =
Y + τ (H1 : Ywm > Y + τ ) where the hyper-parameter
τ ∈ [0, 1]. We can claim that S has used the contributed
dataset if and only if H0 is rejected.

Per verification, we randomly select m samples not from the
target label and use the T-test [21] to quantify the performance
of the hypothesis test. The final P -value is averaged over six
runs, and a result of P < 0.05 provides strong evidence that
S was trained on the contributed dataset.
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Figure 3: Watermarked images used in DIP across five designs, using CIFAR-10 as an example.

Table II: Effectiveness of DIP on image classification tasks. Specifically, DIPhard computes two P -values according to
Propositions 1 and 2, underlining the smaller one, while DIPsoft derives a single P -value based on Proposition 3.

Watermarking ↓
Watermark
Design →

w/o
watermark

Patch
(∆Test Acc. = -0.27%)

Blend
(∆Test Acc. = -0.15%)

Physical
(∆Test Acc. = -0.1%)

Dynamic
(∆Test Acc. = -0.6%)

OOD
(∆Test Acc. = -0.55% )

Dataset ↓ Test Acc. WSR ↑ / DS ↑ P -value ↓ WSR ↑ / DS ↑ P -value ↓ WSR ↑ / DS ↑ P -value ↓ WSR ↑ / DS ↑ P -value ↓ WSR ↑ / DS ↑ P -value ↓

DIPhard

MNIST 99.2% 99.3% / 0.93 0.0 / 10−3 99.5% / 0.95 0.0 / 10−4 99.3% / 0.94 0.0 / 10−3 73.8% / 0.92 1.0 / 10−2 100% / 0.98 0.0 / 10−5

CIFAR-10 88.4% 99.6% / 0.96 0.0 / 10−4 98.8% / 0.93 0.0 / 10−3 99.4% / 0.93 0.0 / 10−3 22.3% / 0.63 1.0 / 0.27 100% / 0.99 0.0 / 10−5

Tiny-ImageNet 67.5% 99.2% / 0.94 0.0 / 10−3 99.0% / 0.94 0.0 / 10−3 98.6% / 0.96 0.0 / 10−4 35.1% / 0.77 1.0 / 0.31 100% / 0.98 0.0 / 10−5

DIPsoft

MNIST 99.2% 99.4% / - 10−5 99.8% / - 10−4 99.7% / - 10−10 90.8% / - 10−8 98.2% / - 10−6

CIFAR-10 88.4% 98.6% / - 10−8 96.1% / - 10−8 95.4% / - 10−17 80.3% / - 10−14 96.7% / - 10−8

Tiny-ImageNet 67.5% 99.1% / - 10−11 95.5% / - 10−13 95.2% / - 10−23 76.1% / - 10−13 97.5% / - 10−13

V. PERFORMANCE EVALUATION

We evaluate the effectiveness of DIP on multiple datasets
across different tasks: MNIST [34], CIFAR-10 [35] and Tiny-
ImageNet [36] for image classification; APPA-REAL [37] for
image regression; wikitext-2 [38], wikitext-103 [38] and ptb-
text-only [26] for text generation; and IMDb [39] and AG-
News [40] for text classification (see Appendix Section A-I).
The following metrics are commonly used:
• Watermark Success Rate (WSR). For DIPhard, the WSR is
defined as the accuracy that the model predicts watermark-
carrying samples into one of the target outputs. DIPsoft com-
putes WSR where the second-highest values of watermark-
carrying samples are the target output. The higher the WSR,
the more effective the watermarking.
• Distribution Similarity (DS). For DIPhard, the DS is defined
as the cosine similarity between the predefined distribution
and the empirical label distribution over watermark-carrying
samples. In contrast, DIPsoft does not report this metric.
• P -value. It can reflect the probability of rejecting or accept-
ing a hypothesis. Ideally, the well-performed watermarking
approaches should present a P -value < 0.05, if and only if
the suspicious model was trained on the contributed dataset.

A. Experiments on Image Classification Tasks

1) Model Selection and DIP settings: We use a simple
convolutional network, ResNet-20 [36], and VGG-19 [41] to
conduct experiments on the MNIST, CIFAR-10, and Tiny-
ImageNet datasets, respectively. The details of the dataset and
model are presented in Appendix A-C.

Then, we detail the key parameters used in DIP. Following
RM1, we adopt a watermark injection rate of 1%. For the
selection of target labels, DIP follows the setting of [22],
which uses half of the total number of labels. For DIPhard, two

classes are included in the target list: the 4th and 5th classes
for MNIST and CIFAR-10, and the 100th and 101th classes
for Tiny-ImageNet. The distribution proportion between the
two classes is set to 2:8. For DIPsoft, we set the target label to
the 5th class for MNIST and CIFAR-10, and to the 100th class
for Tiny-ImageNet. Section IV-D provides the appropriate
range of the expected confidence µ, and we set it at 0.25,
meaning each watermarked sample is paired with three cover
samples. Extensive hyperparameter studies in Sections VII-E
and VII-F demonstrate both DIP variants are robust across
diverse settings and consistently achieve high performance.
DIP can seamlessly integrate with various watermark de-

signs G(·), leveraging their strengths. We implement five
different designs, including (1) Patch [42]: adding a small
white patch into the image; (2) Blend [43]: adding a global
pattern into the image; (3) Physical [44]: images with applied
reflection phenomena; (4) Dynamic [45]: images processed
with image-aware warping; (5) OOD [19]: images which are
from an OOD dataset. The exemplified watermarked samples
are shown in Figure 3. To verify data copyright infringement,
we randomly sample 100 watermarked testing samples for
hypothesis testing.

2) Evaluation on Effectiveness: Table II presents the exper-
imental results, demonstrating that DIP successfully embeds
probabilistic watermarks into image classification models. For
DIPhard, the average WSR and DS reach 88.3% and 0.92,
respectively. Per dataset per watermark design, the two-fold
verification reports two P -values based on Propositions 1
and 2, underlining the smaller one. In most cases, the WSR
scores are sufficiently high, resulting in the final P -values
being determined by Proposition 1. These values fall well
below 0.05, indicating statistical significance. An exception
occurs when the dynamic watermark design is used. This is
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attributed to the image-specific warping noise employed by
the dynamic approach, which makes it challenging for the
model to learn the complex watermark under a 1% injection
budget. For DIPsoft, the average WSR reaches 94.6%, which
is a critical foundation for successful verification. In all cases,
including the dynamic watermark design, the P -values are
well below 0.05. Although DIPsoft exhibits superior verifica-
tion performance, label-based verification aligns more closely
with practical scenarios. Furthermore, the results indicate that
incorporating OOD into DIP improves effectiveness. This is
supported by higher WSR and DS scores, along with lower
P -values observed when employing OOD as the watermark
design for DIP.

Compared to normally trained models, DIPhard and DIPsoft
introduce negligible performance impact. For each watermark
design, the test accuracy drops by less than 0.6%, indicating
that the watermarked models retain high utility.

3) Evaluation on Specificity: Aligned with previous stud-
ies [21], [26], we conduct experiments on three verification
scenarios: independent trigger, independent model, and theft
model, to evaluate the specificity of DIP. Two representative
watermark designs, Patch and OOD, are selected, with all other
experimental settings kept consistent with Section V-A2.

In the first scenario, a contributor attempts to verify the
watermarked model using an irrelevant trigger that differs
from the predefined watermark design. According to Table III,
the P -values are close to 1, indicating that DIP cannot pass
ownership verification with an independent trigger. This pre-
vents malicious contributors from falsely claiming ownership
without access to the correct watermark pattern. In the second
scenario, a contributor attempts to verify a benign model,
without the inserted watermark, using the correct watermarked
data. As shown in Table III, the P -values reach 1, indicating
that DIP fails to verify ownership on an independent model.
This ensures a low false positive rate (FPR). In the third
scenario, a contributor verifies the watermarked model using
the correct watermarked data. As shown in Table III, the P -
values are significantly below 0.05, successfully indicating
instances of dataset infringement.

It is worth noting that the two-fold verification in DIPhard
relaxes the verification threshold but still maintains high
specificity, never resulting in false positives when tested on
independent models and triggers.

Table III: Specificity of DIP on image classification tasks.
Specifically, IT = Independent Trigger, IM = Independent
Model, TM = Theft Model.

Watermarking ↓
Watermark
Design → Patch OOD

Dataset ↓ IT IM TM IT IM TM

DIPhard

MNIST 1.0 / 1.0 1.0 / 1.0 0.0 / 10−3 1.0 / 1.0 1.0 / 1.0 0.0 / 10−5

CIFAR-10 1.0 / 1.0 1.0 / 1.0 0.0 / 10−4 1.0 / 1.0 1.0 / 1.0 0.0 / 10−5

Tiny-ImageNet 0.99 / 1.0 1.0 / 1.0 0.0 / 10−3 1.0 / 1.0 1.0 / 1.0 0.0 / 10−5

DIPsoft

MNIST 1.0 1.0 10−5 1.0 1.0 10−6

CIFAR-10 1.0 1.0 10−8 1.0 1.0 10−8

Tiny-ImageNet 1.0 1.0 10−11 1.0 1.0 10−13

B. Experiments on Text Generation Tasks
Herein, we extend DIP to a task that has been rarely ex-

plored in DOV studies, i.e., text generation. To accommodate

this task, model providers typically employ causal language
models that predict the next token in a sequence. These models
serve as pre-trained foundations and can be fine-tuned for a
wide range of downstream tasks.

Rather than test accuracy, we adopt perplexity (PPL) to
evaluate the utility of text generation models. PPL is defined
as the exponential of the sequence cross-entropy. Lower PPL
values indicate better model performance.

1) Model Selection and DIP settings: We employ GPT-
2 [46], a widely used decoder-only LLM, to evaluate DIP on
text generation tasks since many advanced LLMs have similar
architectures. Three datasets, including wikitext-2, wikitext-
103, and ptb-text-only, are used to fine-tune the GPT-2 model
and embed the probabilistic watermark. In Appendix A-I, we
also evaluate DIP on text classification tasks using LLaMA
2-7B and T5 models.

Some experimental settings of DIP follow those used in
image classification, including a 1% watermark injection rate,
a 2:8 distribution proportion, and µ = 0.25. Since generation
tasks do not have fixed labels, DIPhard uses two words—
‘NDSS’ and ‘SSDN’—as substitutes for target outputs, while
DIPsoft uses ‘NDSS’ as its target word. For DIPhard, a water-
mark is considered activated if the generated output contains at
least one target word, and the empirical distribution proportion
is computed over the vocabulary. For DIPsoft, the target word’s
confidence is defined as the average predicted probability of
the target word across the generated sequence.

Inspired by [47], we implement three watermark designs,
including (1) Word [22]: adding a low-frequency word into
the text; (2) Sentence [26]: adding a low-frequency sentence
into the text; (3) Style [47]: texts with applied Shakespearean
format. The exemplified watermarked texts are shown in
Figure 12. To verify data copyright infringement, we randomly
sample 100 watermarked testing texts for hypothesis testing.

2) Evaluation on Effectiveness: Table IV presents the ex-
perimental results, demonstrating that DIP successfully em-
beds probabilistic watermarks into text generation models. For
DIPhard, the average WSR and DS reach 90.3% and 0.94,
respectively. In all cases, the P -values derived from Proposi-
tion 1, which is commonly used in prior work, consistently
exceed 0.05. In contrast, the P -values based on Proposition 2
remain below 0.05, allowing successful verification under the
two-fold method. These results demonstrate the robustness of
DIPhard, even at low watermark injection rates. For DIPsoft,
the average WSR reaches 84.2%. In all cases, the P -values are
significantly below 0.05. Notably, a trade-off exists between
effectiveness and stealthiness. For instance, the Word and
Style designs embed weaker watermarks—higher WSR and
DS scores, and lower P -values.

Table IV shows that DIPhard and DIPsoft do not significantly
degrade the model performance. Across all watermark designs,
the increase in PPL remains below 1.5. Notably, the Style
design can even lead to a slight decrease in PPL.

3) Evaluation on Specificity: Following the setup in image
classification tasks, we evaluate the specificity of DIP on text
generation tasks through three verification scenarios: indepen-
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Table IV: Effectiveness of DIP on text generation tasks. Specifically, DIPhard computes two P -values according to Propositions
1 and 2, underlining the smaller one, while DIPsoft derives a single P -value based on Proposition 3.

Watermarking ↓
Watermark
Design →

w/o
watermark

Word
(∆PPL = 0.8)

Sentence
(∆PPL = 1.4)

Style
(∆PPL = -0.2)

Dataset ↓ PPL ↓ WSR ↑ / DS ↑ P -value ↓ WSR ↑ / DS ↑ P -value ↓ WSR ↑ / DS ↑ P -value ↓

DIPhard

wikitext-2 39.4 90.7% / 0.93 1.0 / 10−2 96.5% / 0.95 1.0 / 10−3 81.2% / 0.91 1.0 / 10−2

wikitext-103 41.5 91.0% / 0.93 1.0 / 10−3 94.8% / 0.96 1.0 / 10−3 78.7% / 0.91 1.0 / 10−2

ptb-text-only 38.7 94.3% / 0.95 1.0 / 10−3 96.2% / 0.96 0.6 / 10−4 89.3% / 0.93 1.0 / 10−2

DIPsoft

wikitext-2 39.4 85.2% / - 10−5 90.7% / - 10−7 76.4% / - 10−4

wikitext-103 41.5 82.3% / - 10−5 90.1% / - 10−10 72.1% / - 10−3

ptb-text-only 38.7 88.6% / - 10−6 92.5% / - 10−18 79.8% / - 10−4

Table V: Specificity of DIP on text generation tasks. Specif-
ically, IT = Independent Trigger, IM = Independent Model,
TM = Theft Model.

Watermarking ↓
Watermark
Design → Word Style

Dataset ↓ IT IM TM IT IM TM

DIPhard

wikitext-2 1.0 / 1.0 1.0 / 1.0 1.0 / 10−2 1.0 / 1.0 1.0 / 1.0 1.0 / 10−2

wikitext-103 1.0 / 1.0 1.0 / 1.0 1.0 / 10−3 1.0 / 1.0 1.0 / 1.0 1.0 / 10−2

ptb-text-only 1.0 / 1.0 1.0 / 1.0 1.0 / 10−3 1.0 / 1.0 1.0 / 1.0 1.0 / 10−2

DIPsoft

wikitext-2 1.0 1.0 10−5 1.0 1.0 10−4

wikitext-103 1.0 1.0 10−5 1.0 1.0 10−3

ptb-text-only 1.0 1.0 10−6 1.0 1.0 10−4

dent trigger, independent model, and theft model. We select
two representative watermark designs, Word and Style, while
keeping all other settings consistent with Section IV.

In the first scenario, a contributor attempts to extract the
probabilistic watermark from the watermarked model, using
a randomly selected sentence that does not match the prede-
fined watermark design. In the second scenario, a contributor
attempts to extract the probabilistic watermark from the in-
dependent model without the watermark using the predefined
watermark design. As shown in Table V, the P -values with the
independent model or independent trigger are higher than 0.05,
indicating that DIPhard and DIPsoft do not support ownership
verification in these cases. This confirms that DIP exhibits
strong specificity.

C. Experiments on Regression Task

Beyond classification and generation tasks, DIP can be
extended to regression settings, such as age estimation on
APPA-REAL. This dataset comprises 7,591 facial images,
each 224 × 224 × 3, with both real and apparent age labels. We
use 6,072 images for training and 1,519 for testing, and take
the real age as the ground-truth label. The model is based on
VGG-19, with the final layer modified to a single neuron. We
adapt DIPhard for regression tasks. Specifically, it selects two
age intervals (0-10 and 11-20 years) as target ranges, with a 2:8
distribution proportion. All other settings follow Section V-A2.

Experimental results show that DIPhard effectively embeds
probabilistic watermarks in regression, achieving a WSR of
98.3%. The watermarked model maintains a mean squared
error of 4.76, which is comparable to that of the clean coun-
terpart. Under independent trigger and model cases, DIPhard
correctly rejects dataset infringement. It successfully identifies
the watermark if and only if the dataset infringement scenario
occurs, giving a P -value of 0.016.

Takeaway 1: DIP effectively supports dataset copyright
protection across various tasks (classification, generation,
regression) and modalities (image, text), while seamlessly
integrating diverse watermark designs. Meanwhile, DIP has
minimal impact on model performance.

VI. PRACTICAL DAAS SCENARIOS

We evaluate our and other dataset watermarking approaches
under two practical DaaS scenarios: injection budget below
1% and adversarial environments. DVBW [22], UBW [21],
DW [19], CBW [23], Data Taggants (DT) [20] and Func-
tionMarker [24] are used as baselines. Under the label-only
assumption, watermark verification tests whether the model’s
predictions on watermarked inputs match the expected outputs.
Under the confidence access assumption, it examines whether
the predicted probabilities satisfy the desired criteria. Notably,
DVBW and CBW apply to both image classification and
text generation, whereas UBW, DW, and DT are limited to
image classification, and FunctionMarker is specific to text
generation. If the original paper does not specify a watermark
design, we default to Blend for image classification and
Sentence for text generation.

A. Injection Budget Below 1%

Stealthiness can be maintained by injecting only a small
fraction of watermarked samples within the allocated budget.
There exists a trade-off between a minimal injection budget
and the effectiveness of watermarking approaches. To explore
this trade-off, we compare the effectiveness of DVBW, UBW,
DW, CBW, DT, FunctionMarker, DIPhard and DIPsoft across
different injection budgets. Specifically, we set watermark
injection rates at 0.2%, 0.4%, 0.6%, 0.8%, and 1.0%, while
keeping other experimental settings unchanged, as outlined in
Sections V-A2 and V-B2.

1) Image Classification: We conduct experiments on
MNIST and CIFAR-10, reporting WSR, DS, and P -value for
each approach. Figure 4 (a)-(c) show the results on CIFAR-10.
As the injection rate decreases, both WSR and DS drop. Even
so, two DIP variants outperform baselines in WSR, exceeding
93% when the injection rate is above 0.6%. In contrast, UBW,
DW and DT perform the worst, with WSR scores below 77%.
This is because these baselines map watermark triggers into
complex feature spaces rather than fixed content, requiring
more watermarked data for effective injection.

When the injection budget is below 1%, none of the
approaches consistently achieve WSR scores above 98%,
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indicating that only weak watermarks are embedded. This
severely hinders watermark verification under the label-only
assumption. Figure 4 (b) shows that all baselines produce
P -values above 0.05, confirming they fail to detect dataset
infringement using predicted results alone when the injection
rate is low. In contrast, DIPhard employs the two-fold verifi-
cation that additionally leverages the distribution proportion
of predictions to extract watermark signals. Specifically, as
shown in Figure 4 (a), DS scores remain stable across injection
rates, enabling DIPhard to be effective even at low injection
budgets (i.e., 0.4%). Under the confidence access assumption,
Figure 4 (c) shows that all watermarking approaches enable
more effective DOV—evidenced by lower P -values compared
to the label-only assumption. It can be seen that DIPsoft
achieves P -values below 0.05 across most low injection rates,
similar to DVBW, UBW, CBW and DT. In contrast, DW
performs the worst. This is because it uses a hardly-generalized
domain for watermark design, and learning such complex
features requires a larger injection budget.

2) Text Generation: We conduct experiments on wikitext-
2 and ptb-text-only, reporting WSR, DS, and P -value for
each approach. Figure 4 (a)-(c) illustrate the results on ptb-
text-only. In this generation task, all approaches show greater
sensitivity to the watermark injection rate. This is due to the
use of decoder-only autoregressive models, which are trained
to predict each token given all preceding ground-truth tokens.
As a result, the model must capture complex watermarking
dependencies across long sequences. Lower injection rates
weaken the watermark strength, resulting in WSR scores
below 95% across all approaches.

As shown in Figure 4 (e), even under label-only assump-
tion, DIPhard can still successfully extract its probabilistic
watermark through two-fold verification across most injection
rates, with P -values lower than 0.05, while DVBW, CBW and
FunctionMarker fail. The success of DIPhard is attributed to
the additional verification signal—the distribution proportion
of predicted outputs. Specifically, in Figure 4 (d), stable DS
scores allow DIPhard to remain robust even at a 0.4% injection
budget. In addition, under the confidence access assump-
tion, DIPsoft achieves verification performance comparable to
DVBW, with P -values below 0.05 in most cases, indicating
its robustness under low injection budgets.

Appendix Figure 13 presents the experimental results on
MNIST and wikitext-2, showing trends consistent with those
observed on CIFAR-10 and ptb-text-only.

Takeaway 2: DIP achieves successful DOV even with
an extremely low injection budget (0.4%), where SOTA
baselines fail. Through two-fold verification, it balances the
stealthiness and effectiveness of watermarking.

B. Adversarial Environments

In practical DaaS scenarios, intrusive watermarking en-
counters three adversarial environments: data augmentation,
data cleansing, and robust training, which may weaken the
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Figure 4: The effectiveness of DVBW, UBW, DW, UBW, DT,
FunctionMarker, DIPhard and DIPsoft across different low in-
jection rates. Figures (b) and (e) report statistical results under
the label-only assumption, while Figures (c) and (f) report
statistical results under the confidence access assumption.

watermark and compromise DOV. Because most of these
environments are studied in the image domain, we evaluate
the robustness of DIP and baselines on CIFAR-10, with other
settings following Section V-A2. Detailed descriptions of each
adversarial countermeasure are provided in Appendix A-F.

1) Data Augmentation: For each watermarking approach,
we construct a watermarked dataset and train a watermarked
model using standard data augmentation techniques, including
rotation (±10◦), cropping (to 10% of the original area), and
brightness adjustment (±20%). Each experiment is repeated
five times, and we report the WSR, DS, and P -value. As
shown in Figure 5, DVBW, CBW, and DIP are robust to
data augmentation, achieving WSR values above 93%. This
robustness is due to their use of simple watermark behaviors—
a few fixed outputs. In contrast, UBW, DW, and DT are
more adversely affected, as data augmentation increases the
difficulty of learning their complex watermark mappings, re-
sulting in ASR values below 75%. The effectiveness of dataset
verification is illustrated in Figure 5 (b)-(c), consistent with the
results in Section VI-A. Across both assumptions, DIP reliably
detects dataset infringement, even with data augmentation.
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In particular, under the label-only setting, all baselines fail
to detect the infringement. By contrast, DIPhard consistently
maintains DS scores above 0.95 across all augmentation
strategies, highlighting the strength of its two-fold verification.

Rotation Cropping Brightness Adjustment0.2

0.4

0.6

0.8

1.0

W
at

er
m

ar
k 

Su
cc

es
s R

at
e

0.94 0.93
0.96

0.42
0.37

0.46

0.69 0.71 0.73

0.9 0.91 0.93

0.39
0.36

0.44

0.95 0.94 0.96
0.92 0.93 0.95

DVBW
UBW

DW
CBW

DT
DIPhard

DIPsoft

DIPhard (DS)

0.8

0.9

1.0

D
is

tri
bu

tio
n 

Si
m

ila
rit

y

(a) WSR/DS Against Data Augmentation

Rotation Cropping Brightness Adjustment10 5

10 4

10 3

10 2

10 1

1

P-
va

lu
e

0.05

DVBW
UBW

DW
CBW

DT
DIPhard

(b) Label-only

Rotation Cropping Brightness Adjustment10 12

10 10

10 8

10 6

10 4

10 2

P-
va

lu
e

DVBW
UBW

DW
CBW

DT
DIPsoft

(c) Confidence Access

Figure 5: The robustness of DVBW, UBW, DW, CBW, DT
and DIP against three data augmentation strategies.

2) Data Cleansing: This can be seen as an attempt at
adaptive watermark removal attacks.
SCAn. Following the SCAn setting in [48], we collect a small
number of clean data (10% of the contributed dataset). Given
a dataset, SCAn can calculate the likelihood of multiple (i.e.,
two) identities for each class. The classes with their scores
higher than the e2 threshold are regarded as watermarked.
For each approach, we randomly construct 20 watermarked
datasets and repeat SCAn five times to detect these datasets.
Then, we report an average J∗ (i.e., the anomaly score of
affected classes) and detected success rate (DSR).

The results of SCAn are displayed in Table VI. We can
see that SCAn performs poorly in identifying watermarked
datasets in most cases, apart from DVBW and CBW. The low
injection rate may explain why SCAn fails. Specifically, given
a class, having only a small number of watermarked samples
associated with other class identities reduces the likelihood of
detection. For instance, UBW adopts multiple target labels,
further reducing the number of watermarked samples within
each class and bypassing SCAn. Similarly, DIP dilutes the
presence of watermarked samples across all classes, signifi-
cantly weakening SCAn’s effectiveness. Notably, DIPhard and
DIPsoft decrease the J∗/DSR scores to 2.5/4.0% and 1.4/0.0%,
respectively, at which point SCAn completely fails.
Beatrix. It selects 30 clean samples from each class as
references for detecting watermarked samples. For each wa-
termarking approach, we randomly construct 20 watermarked
datasets. For each suspicious dataset, Beatrix repeats five times
to identify the infected classes, thereby reporting an average

Table VI: The robustness of all watermarking approaches
against data cleansing. Note that the reported metrics quantify
the performance of watermark removal; lower values indicate
stronger robustness of the watermarking approach.

Data Cleansing → SCAn [48] Beatrix [50] ASSET [30]
J∗ ↓ DSR ↓ R∗

t ↓ DSR ↓ AUC-ROC ↓
DVBW 8.9 58.0% 1.9 6.0% 0.87
UBW 0.9 0.0% 1.0 0.0% 0.56
DW 1.2 0.0% 1.2 0.0% 0.31

CBW 6.1 39.0% 1.7 4.0% 0.76
DT 1.2 0.0% 1.0 0.0% 0.35

DIPhard 2.5 4.0% 1.3 0.0% 0.59
DIPsoft 1.4 0.0% 1.2 0.0% 0.38

R∗
t (i.e., the anomaly score of infected classes) and DSR.

Table VI shows that Beatrix is not effective in most cases.
Specifically, the DSR scores remain under 11.0%, and infected
classes exhibit average anomaly scores well below e2. This is
because Beatrix computes the anomaly score of each class
by accumulating historical detection results—it has detected
1,000 clean samples and 1,000 watermark-carrying samples.
However, since our experiment sets the watermark injection
rate to 1%, the detection capability of Beatrix becomes limited
due to the lack of sufficient historical information.
ASSET. Following the ASSET setting in [30], we reserve
1,000 clean samples as an auxiliary reference set. For each wa-
termarking approach, 20 watermarked datasets are randomly
constructed and evaluated using ASSET. Given a suspicious
dataset, ASSET computes the average Area Under the ROC
Curve (AUC-ROC) as the detection metric. This data cleansing
technique is repeated five times, and the average AUC-ROC
scores are reported in Table VI.

ASSET gradually amplifies the loss difference between
clean and watermarked samples during training, making it
robust to low watermark injection rates. It works well for
DVBW and CBW. However, for UBW, DW, DT and DIP,
ASSET produces results close to random guessing. This
is due to two reasons. First, unlike traditional single-target
watermarks, UBW, DW, DT and DIP employ multi-target
watermarking behaviors, which increase the complexity of the
learned mappings and hinder the construction of a watermark-
condensed set. Second, the offset value in ASSET relies on
a clear separation between the latent features of clean and
watermarked samples. Especially in DIPsoft, the entanglement
of these features breaks this intuition, resulting in an AUC-
ROC as low as 0.31. For DIPhard, the remaining 0.41%
of watermarked samples are sufficient to support successful
dataset ownership protection. In contrast, although DVBW and
UBW preserve 0.13% and 0.44% of watermarked samples,
respectively, Section VI-A shows that they fail to detect dataset
infringement. Additionally, since confusion training [49] is
highly similar to ASSET, we report results using ASSET only.

3) Robust Training: In practical DaaS scenarios, model
providers may apply robust training to mitigate privacy and
security risks, such as membership inference attacks, which
can weaken the strength of embedded watermarks.
Differentially Private. To protect training data privacy, model
providers adopt differentially private stochastic gradient de-
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Table VII: The robustness of all watermarking approaches against robust training. Notably, DS is reported only for DIPhard.
Besides, the original test accuracy is 88.4%, and we report the average change relative to this standard.

Robust Training →
DP-SGD

(∆Test Acc. = -5.7%)
ABL

(∆Test Acc. = -0.6%)
NONE

(∆Test Acc. = -7.0%)
CBD

(∆Test Acc. = -5.5%)
WSR ↑ / DS ↑ WSR ↑ / DS ↑ WSR ↑ / DS ↑ WSR ↑ / DS ↑

DVBW 90.7% / - 28.9% / - 35.2% / - 2.9% / -
UBW 38.4% / - 68.6% / - 23.6% / - 19.4% / -
DW 73.1% / - 78.0% / - 72.3% / - 78.3% / -

CBW 88.3% / - 20.3% / - 36.5% / - 6.2% / -
DT 39.8% / - 40.5% / - 44.2% / - 42.7% / -

DIPhard 92.1% / 0.94 91.5% / 0.94 72.9% / 0.91 76.6% / 0.91
DIPsoft 89.5% / - 94.2% / - 95.9% / - 92.4% / -

scent (DP-SGD) [51]. For each watermarking approach, we
randomly construct five watermarked datasets and train each
one using DP-SGD, where N (0, 1) noise is added to the
average gradient in each round. We report the average WSR,
DS, and P -value for each approach. As shown in Table VII,
DP-SGD declines in test accuracy and WSR, as the Gaus-
sian noise impacts model utility and weakens watermark
strength. The verification results in Figure 6 are consistent
with Section VI-A: DIP remains effective, achieving P -values
below 0.05 and detecting dataset infringement under both
assumptions, while all baselines fail in the label-only setting.
ABL. Following the ABL setting in [29], we set the isolating
rate to 1. For each watermarking approach, we randomly con-
struct five watermarked datasets and train each one using ABL.
We then report the average WSR, DS, and P -value for each
approach. As shown in Table VII, ABL is effective against
DVBW and CBW but fails to defend against UBW, DW,
DT and DIP. This limitation arises from the assumption that
watermarked samples converge faster than clean ones. How-
ever, the multi-target watermarking behaviors in UBW, DW,
DT and DIP slow the convergence of watermarked samples,
weakening ABL’s effect. Notably, DIPhard and DIPsoft achieve
average WSR scores of 91.5% and 94.2%, outperforming all
baselines. In terms of verification, Figure 6 shows that both
variants of DIP consistently detect dataset infringement, even
against models embedding weak watermarks.
NONE. Following the NONE setting in [52], we set the linear
activation threshold to 0.95. For each watermarking approach,
five watermarked datasets are randomly constructed, and each
is trained using NONE. We report the average WSR, DS, and
P -value for each approach. Table VII shows that NONE is
effective against DVBW, UBW, CBW, and DIPhard, causing
substantial WSR reductions. Nevertheless, Figure 6 shows
that DIPhard still extracts watermark signals using two-fold
verification, producing P -values below 0.05. We also observe
that NONE has minimal impact on DW and DT, motivating
alternative watermark designs based on OOD images. Under
NONE training, DIPhard with OOD achieves an average WSR
of 97.1%. In addition, DIPsoft is unaffected by NONE, as it
preserves the original predictions of watermarked samples, and
achieves an average WSR of 95.9%. Notably, NONE reduces
test accuracy by an average of 7.0%.
CBD. For each watermarking approach, we randomly generate
five watermarked datasets and train each one using CBD,

following the original setting [53]. As shown in Table VII,
DVBW, UBW, and CBW fail to withstand CBD, with WSR
scores below 20%. In contrast, DW, DT and DIP produce
watermarked samples that are harder to fit in early training
stages, hindering CBD’s decoupling effect. Notably, DIPhard
and DIPsoft achieve average WSR scores of 76.6% and 92.4%,
respectively. Figure 6 demonstrates that DIP achieves reliable
detection of unauthorized usage, with all P -values below 0.05.
Similar to the NONE attack, CBD introduces a non-negligible
average drop of 5.5% in test accuracy.

Appendix Section A-G further examines additional adver-
sarial settings, such as online sample detection.

Takeaway 3: DIP supports DOV in practical DaaS sce-
narios, including data augmentation, data cleansing and
robust training. Its success is grounded in the probabilistic
watermarking pattern and two-fold verification, offering
robustness not present in prior work.
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Figure 6: The verification robustness of DVBW, UBW, DW,
CBW, DT and DIP under robust training.
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Figure 7: The ablation study of DIP.
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VII. DISCUSSION

We use CIFAR-10 to investigate factors influencing DIP.
By default, Blend and OOD watermark designs are used with
a 1% injection rate.

A. Ablation Studies of DIP

DIP employs a distribution-aware sample selection algo-
rithm to construct the watermark set. We evaluate its impact
on the effectiveness of DIP. As a baseline, denoted as DIP
w/o Selection, 1% of the training samples are randomly
selected, followed by the same watermarking procedure. We
then compare DIP and the baseline by recording their WSR,
DS, and P -values. As shown in Figure 7, the algorithm slightly
improves WSR and significantly enhances DS. This is because
random selection often results in an uneven feature distribution
among watermark samples, making it difficult for the model
to learn the probabilistic behavior according to the specified
distribution proportion. As a result, the algorithm leads to more
stable DS for DIPhard and stealthier predictions for DIPsoft.
Overall, the distribution-aware sample selection contributes to
maintaining DIP’s robustness under low injection rates and
adversarial environments.
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Figure 8: Robustness of DIP against three advanced attack
settings: adaptive, collusion, and model provider-specific.
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Figure 9: (a) Effectiveness of DIP under different query
budgets. (b) Effectiveness of DVBW and UBW under different
watermark designs.

B. Advanced Adversarial Settings

Under the stronger collusion scenario in Section III-A, we
evaluate DIP under three advanced adversarial settings. (1)
Adaptive attack. The data curator reveals DIP’s target labels

to the model provider, who then applies PGD-based adversarial
training [54] on those classes to shift their distributions. (2)
Collusion attack. The curator performs data cleansing and the
provider applies robust training, forming the strongest attack
combination, ASSET+CBD, under their respective configura-
tions. (2) Model provider-specific attack. SOTA backdoor
defenses are deployed, including MM-BD [55] to detect water-
marked models and TED [56] to identify watermark-carrying
inputs. Both defenses use their original configurations.

Since all baselines fail under the standard threat model
(Section VI-B), we only assess DIP. As shown in Figure 8 (a),
DIP achieves 94.9% WSR / 0.94 DS under adaptive attacks
and 90.2% / 0.91 under collusion. Although DIPhard with the
Blend design is the least resilient under collusion attacks,
the resulting model suffers severe accuracy degradation. In
Figure 8 (b), MM-BD fails completely on 10 DIPhard and
10 DIPsoft models, because the probabilistic behavior of DIP
violates its detection assumptions. TED detects only 22.5% of
1,000 watermarked inputs at 1% FPR. Overall, DIP remains
robust and continues to support DOV under all advanced
adversarial settings.

C. Query Budget of DIP

During verification, the data contributor queries the suspi-
cious model with m watermarked samples and performs a
hypothesis test, where m is the query budget. Since large
budgets raise suspicion, we use 100 queries by default and
further evaluate budgets from 20 to 100. Figure 9 (a) reports
the P -values of DIPhard and DIPsoft across these budgets. We
can see DIPhard remains effective with 40 queries but slightly
exceeds the 0.05 threshold at m = 20, due to distributional
instability caused by very few watermarked samples. In con-
trast, DIPsoft is insensitive to m, maintaining P -values below
0.01 even with 20 queries.

D. Watermark Data Design G vs. DIP

We investigate the relationship between DIP and the water-
mark data design G. Under a 1% injection rate, we instantiate
DVBW and UBW using different G designs from DIP. As
shown in Figure 9 (b), both baselines produce P -values above
0.05 in label-only cases. This indicates that G alone cannot
overcome weak watermark embedding under low injection
budgets. Prior work [49], [50], [53] further shows that even
advanced G designs are vulnerable to standard adversarial
settings such as data cleansing and robust training. In contrast,
Section VI-B shows that DIP paired with the simplest G
(e.g., a small white patch) consistently enables DOV across
low injection rates and adversarial settings. Therefore, DIP’s
advantage lies in its probabilistic watermarking and two-fold
verification, rather than the selection of G.

In practice, DIP and G are orthogonal. As shown in Table II,
DIP integrates a wide range of watermark designs while
maintaining high performance, and different G provide addi-
tional benefits. For example, Physical G improves stealthiness,
whereas OOD G enhances robustness. Data contributors may
select designs based on their requirements. This orthogonality

13



suggests that DIP and G can be jointly optimized, and
future work aims to design imperceptible G that aligns with
probabilistic targets to embed stronger watermark signals.

E. Hyperparameter Studies of DIPhard

Targeted Labels. Let N denote the number of classes. In
Section V-A2, the target labels are fixed to the [(N − 2)/2]th
and [N/2]th classes. Here, we sample five random sets of
target labels, ensuring that each set contains two distinct labels
and keeping all other settings consistent with Section V-A2.
Figure 10 (a) reports the WSR and DS of DIPhard under each
set. It indicates that all watermarked models demonstrate high
WSR (> 99%) and DS (> 0.96) performance regardless of
the selection of target labels.
Distribution Proportion of Target Labels. In Section V-A2,
the distribution proportion of target labels is fixed at 2:8.
Here we vary this proportion to 1:9, 3:7, 5:5, 7:3, and 9:1,
while keeping all other settings unchanged. Figure 10 (b)
reports the WSR and DS of DIPhard under each proportion.
The results show that the WSR of DIPhard remains unaffected
by these variations. However, highly imbalanced proportions,
such as 1:9, negatively affect DS, as the model tends to
map all watermark-carrying samples to the label with the
higher weight. To preserve the effectiveness of the two-fold
verification in DIPhard, maintaining a balanced distribution
proportion is recommended.
Number of Target Labels. Section V-A2 fixes the number of
target labels at 2. Suppose the total number of classes is N , and
we randomly select M classes (M ≥ 3) as the target labels and
assign a uniform distribution P = {pi = M/N |i = 1, ..., N −
1}, while keeping other settings unchanged. Figure 10 (c)
reports the WSR and DS of DIPhard as M varies from 3 to 7.
The results show a slight decrease in WSR as M increases,
due to the growing complexity of the mapping, which weakens
the watermark strength. Despite this, DIPhard maintains stable
DS, confirming its effectiveness in dataset protection as the
number of target labels increases.

F. Hyperparameter Studies of DIPsoft

Targeted Label. Let N denote the number of classes. In
Section V-A2, the target label is fixed at N/2th class. Here,
we follow the same settings as Section V-A2 and train five
DIPsoft watermarked models, each with a different target label.
Figure 10 (d) reports their WSR values. All models achieve
comparable WSRs above 95%, indicating that DIPsoft is robust
to the selection of target label.
Expected Target-Label Confidence. In the above experiment,
DIPsoft sets the expected confidence of the target label (µ) to
0.25. Here, we keep all other settings fixed and vary µ across
0.1, 0.2, 0.3, 0.4, 0.5, 0.6. In addition to WSR, Figure 10 (e)
reports the model’s accuracy on watermark-carrying inputs
under different values of µ. The results show that increasing
µ has minimal impact on WSR. Notably, a larger µ increases
the likelihood that the model predicts the target label on
watermark-carrying inputs, which compromises the stealthi-

ness of DIPsoft. To balance effectiveness and stealthiness, a
recommended range of µ is [0.1, 0.3].
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Figure 10: Hyperparameter studies of DIP. Figures (a)-(c)
correspond to DIPhard, while Figures (d) and (e) correspond
to DIPsoft.

VIII. CONCLUSION

We conduct a systematic study of dataset watermarking and
redefine four core requirements for practical DaaS scenarios.
Existing SOTA approaches fail to satisfy these requirements.
To address this gap, we propose DIP, a probabilistic wa-
termarking approach for robust dataset ownership protection,
which introduces three components: distribution-aware sample
selection, probabilistic watermark injection, and a two-fold
verification mechanism. DIP supports both image classifica-
tion and text generation tasks, even under low watermark in-
jection rates. Extensive experiments show that DIP withstands
13 SOTA watermark removal attacks, such as data cleansing
and robust training. Future work will explore techniques such
as dataset distillation to further reduce injection rates while
enhancing the robustness of DIP.
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APPENDIX A
ADDITIONAL DETAILS AND EXPERIMENTS

A. Model Intelligence Protection

Active protection embeds confidential information into a
model. Backdoor-based watermarking [9], [10], [57] injects
trigger-label pairs into selected samples, whereas white-box
watermarking embeds a signature bit string into model param-
eters via regularization [58], [59]. Passive protection instead
fingerprints models without modifying training. Methods such
as IPGuard [11] and AFA [12] use adversarial examples as
fingerprints. Neither active nor passive protection applies to
data intelligence protection (Figure 1), as both require access
to the source model for fingerprint extraction or watermark
embedding, an unrealistic assumption for data contributors.

B. Analysis of Harmlessness

Some studies on intrusive watermarking consider harmless-
ness a practical requirement for DOV, especially for backdoor-
enabled approaches, where watermark triggers may cause in-
correct predictions and potential risks. We argue that such risks
should be revisited in DaaS scenarios. Both authorized and
unauthorized parties may train models on watermarked data.
Unauthorized model owners are malicious, and security risks
to them are not a concern to the data curator. This can serve
as a deterrent to unauthorized model owners. For authorized
model owners, the chance of watermark activation is extremely
low, unless the data contributor deliberately activates it. If
the contributor is benign, no harm occurs; if malicious, the
contributor can conduct stealthy backdoor attacks instead of
watermarking to hijack downstream models. As shown in
Figure 11, while harmlessness is a desirable goal, it is not
a key requirement for DOV, especially in the context of DaaS.
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Figure 11: The risk assessment of intrusive watermarking.

C. Datasets and Model Architectures

The main experiments involve four image datasets, and their
details and model architectures are as follows:
MNIST. It consists of 70,000 gray-scale hand-written digit
images across 0-9, serving as a handwritten digit recognition
task [34]. The training and testing datasets have 60,000 and
10,000 images, respectively. A relatively simple convolutional
network (i.e., two convolutional layers and two fully connected
layers) is used because MNIST is easy to learn.
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CIFAR-10. This widely used dataset includes 60,000 colorful
images with 10 classes [35]. The training/testing dataset has
50,000/10,000 images. The standard ResNet20 [36] is used.
Tiny-ImageNet. This is a subset of 200 classes of the Ima-
geNet dataset [36]. The dataset contains 200 classes, which
simulates a complex object classification task. The training
and testing dataset has 100,000 and 10,000 images. The VGG-
19 [41] is used to make the model architecture more diverse.
APPA-REAL. This dataset contains 7,591 224 × 224 × 3
facial images, each with real and apparent age labels [37].
Specifically, we select 6,072 images as training data and 1,519
images as test data, using the real age of each image as the
ground truth label. The model architecture is based on VGG-
19, with the final layer modified to a single neuron.
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Figure 12: Watermarked texts produced by DIPhard across
three designs on wikitext-2.

D. Exemplified Watermark-carrying Samples

Figure 12 illustrates three watermark designs—word, sen-
tence, and style—applied to the wikitext-2 dataset.

E. Distribution-aware Sample Selection Algorithm

The distribution-aware sample selection algorithm is de-
scribed in 2.

Algorithm 2 Distribution-aware Sample Selection

Input: Training dataset D = {(xi, yi)}Ni=1, Pre-trained model PT ,
Injection rate q%, List of target labels Lt

Output: Selected subset Dsel
1: Dnon-target ←− {(xi, yi) | yi /∈ Lt}
2: // Exclude training samples in Lt
3: M ←− q% · |D|
4: E ←− {PT (x) | x ∈ Dnon-target}
5: // Extract feature embeddings for each sample
6: {ci, c2, ..., cM} ←− K-Means(E ;M)
7: Dsel ←− {ci, c2, ..., cM}
8: return Dsel

F. Methodology Description

1) Data Cleansing: Here are three methods.
SCAn. It statistically decomposes the representation of images
from a given class into two components: an identity and
a variation [48]. The variation component involves some
innocent features, such as brightness. If a given class can
be decomposed into more than two identity components, it
contains watermark-carrying samples.

Table VIII: The robustness of all watermarking approaches
against online sample detection.

Online Sample
Detection →

STRIP Beatrix
TPR@5%FPR TPR@1%FPR TPR@5%FPR TPR@1%FPR

DVBW 99.1% 98.6% 51.6% 46.8%
UBW 5.3% 2.5% 5.8% 1.7%
DW 9.2% 4.2% 3.3% 0.9%

CBW 96.6% 93.0% 47.4% 38.1%
DIPhard 6.4% 3.9% 5.1% 1.4%
DIPsoft 1.4% 0.0% 3.4% 2.0%

Beatrix. It delves into higher-order information on the latent
representation of clean and trigger-carrying samples. Specifi-
cally, Beatrix formalizes an OOD detection problem to detect
trigger samples in the Gramian feature space. Beatrix is
suitable for offline and online detection. Here we only use
the former to identify the infected classes in a dataset, while
the online detection is discussed in Appendix Section A-G2.
ASSET. It proactively induces different model behaviors
between clean and watermark-carrying samples to facilitate
their separation. Generally, ASSET designs a two-optimization
strategy to amplify the loss differences between clean and
watermark-carrying samples, i.e., offset-based detection.

2) Robust Training: Here are three methods.
ABL. In the first stage, local gradient ascent constrains sample
loss around a threshold γ: samples below γ are pushed upward,
while others remain unchanged. Since watermarked samples
often show faster loss reduction, they escape this constraint
and become distinguishable. ABL then isolates the p% lowest
loss samples as candidate watermarked data, and treats the
rest as clean. In the second stage, global gradient ascent is
applied to the candidate subset to suppress watermark effects,
followed by continued training on the clean subset.
NONE. It targets compromised neurons that encode backdoor
mappings. Because piecewise linear networks form a hyper-
plane mapping triggered samples to the target label, NONE
prevents its formation. It first inspects neuron activations and
marks neurons with activation exceeding θ. Then, Fisher’s
discriminant and Jenks natural breaks are used to separate
linear and nonlinear activations and identify samples that
deviate strongly as watermarked. These samples are filtered,
compromised neurons are reset, and the model is retrained.
CBD. It mitigates spurious trigger-label correlations through
two steps. Early stopping allows the model to initially capture
these associations. Then, a new model is trained with mutual
information minimization, information bottleneck, and sample
re-weighting, enabling it to retain causal relationships while
removing trigger-induced artifacts.

G. Extensive Adversarial Environments

1) Data Cleansing: Other defenses, such as ReBack [60]
and CT [49], also struggle to remove the probabilistic wa-
termarks injected by DIP. Since DIP produces similar en-
tropy for watermarked and clean samples (Appendix A-G2 of
STRIP), ReBack fails to isolate watermarked samples. CT and
ASSET rely on strong feature discrepancies between water-
marked and clean samples, while our weak-harm probabilistic
watermarks remain aligned with clean features.
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2) Online Sample Detection: We also consider an adver-
sarial setting where a cautious model provider monitors API
outputs. Once watermark-carrying queries are detected, the
provider deny access to the verifier, preventing data intelli-
gence verification.
STRIP. It observes that trigger-carrying inputs remain robust
under strong perturbations, causing the backdoored model to
consistently predict them as the target label, while clean inputs
exhibit low consistency. This consistency is measured by
entropy: lower entropy indicates a trigger, and higher entropy
indicates a clean input. For each watermarking approach, we
evaluate STRIP using 1,000 watermarked and 1,000 clean
inputs, repeated five times, and report TPR@5%FPR and
TPR@1%FPR. As shown in Table VIII, STRIP detects DVBW
and CBW, but fails against UBW, DW, and DIP.
Beatrix. It performs online detection of watermark-carrying
inputs after deployment. It selects 30 clean samples per class
as references. For each watermarking approach, we evaluate
it using 1,000 watermarked and 1,000 clean inputs, and report
TPR@5%FPR and TPR@1%FPR. As shown in Table VIII,
Beatrix detects DVBW and CBW but fails against UBW, DW,
and DIP, as these approaches exhibit weak backdoor effects
that induce minimal shifts in Gramian feature space.

Overall, deterministic watermarking produces fixed predic-
tions and is easily detectable, whereas DIPhard activates water-
mark behaviors probabilistically and DIPsoft often preserves
original hard labels, both reducing detectability. As shown
in Figure 8 and Table VIII, online detection methods such
as TED, STRIP, and ASSET achieve only 22.5%, 2.0%, and
1.7% detection success rates at 1% FPR on 1,000 watermarked
inputs, while DVBW and CBW are far easier to detect.

H. Injection Budget below 1% on MNIST and wikitext-2

We evaluate DVBW, UBW, DW, CBW, DT, Function-
Marker, and DIP on MNIST and WikiText-2 under varying
low injection budgets, following the experimental settings
in Section VI-A. As shown in Figure 13, the results on
both datasets exhibit trends consistent with those observed on
CIFAR-10 and ptb-text-only. Overall, DIP achieves reliable
DOV even under low watermark injection rates.

I. Experiments on Text Classification Tasks

Beyond text generation, we also evaluate DIP on text clas-
sification. The Sentence mode is used as the default watermark
design with a 1% injection rate, and other settings follow
Section V-A2. We conduct experiments on two representative
tasks: IMDb for sentiment classification and AGNews for
topic classification. Models include a standard LSTM and two
popular LLMs, T5 [61] and LLaMA-2-7B [62], both fine-
tuned via LoRA [63]. As shown in Table IX, DIPhard and
DIPsoft achieve average WSR of 98.9% and 88.4%, respec-
tively. DIPhard maintains DS above 0.93, indicating effective
watermark embedding. For dataset verification, both variants
produce P -values below 0.05, successfully identifying dataset
theft. Overall, DIP demonstrates strong performance across
various language models.
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Figure 13: On the MNIST and wikitext-2 tasks, the effec-
tiveness of DVBW, UBW, DW, CBW, DT, FunctionMarker,
DIPhard and DIPsoft across different low injection rates.

Table IX: The dataset verification performance of DIPhard and
DIPsoft, where we extend them to the IMDb and AGNews
tasks and use two LLMs, such as T5 and LLaMA-2-7B.

Watermarking ↓ Model → LSTM T5 LLAMA 2-7B
WSR / DS P -value WSR / DS P -value WSR / DS P -value

DIPhard
IMDb 98.3% / 0.93 10−3 99.2% / 0.94 0 100% / 0.95 0

AGNews 96.1% / 0.93 10−3 100% / 0.96 0 100% / 0.95 0

DIPsoft
IMDb 92.6% / - 10−8 85.2% / - 10−6 88.3% / - 10−6

AGNews 85.9% / - 10−8 87.4% / - 10−8 90.7% / - 10−9

J. Limitations of DIP

We revisit the evaluation of DIP. As shown in Table II, DIP
fails to effectively inject probabilistic watermarks when paired
with a subtle watermark design (i.e., Dynamic), achieving only
63.1% WSR and a P -value of 0.1 on average. This suggests
that DIP is incompatible with such designs. Similar limitations
are observed in other baselines, mainly because a 1% injection
rate is insufficient for the model to learn the intended wa-
termark patterns from these watermarked samples. Although
increasing the injection rate can mitigate this problem, doing
so introduces a trade-off between watermark strength and
practicality (RM1), which we leave for future investigation.
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APPENDIX B
ARTIFACT APPENDIX

A. Description & Requirements

This artifact provides the implementation of our proposed
dataset watermark injection and verification framework, DIP.
It demonstrates the complete workflow of using DIP for DOV
under two API settings. The provided code reproduces the
experimental results presented in the paper, validating the
advantages of DIP.

1) How to access: The code is available at GitHub repos-
itory: https://github.com/SixLab6/DIP.

DOI link to the public permanent repository Zenodo:
https://doi.org/10.5281/zenodo.17873466.

Note: This artifact has been evaluated by the NDSS Artifact
Evaluation Committee and has been found to be available,
functional and reproducible.

2) Hardware dependencies: At a minimum, the following
hardware requirements are required for artifact evaluation.

• CPU: We use an Intel(R) Core(TM) i9-10850K CPU @
3.60 GHz with 10 cores and 64 GB RAM.

• GPU: We use a GeForce RTX 3090 GPU with 32GB
of video memory for faster training and evaluation. (Op-
tional)

3) Software dependencies:
• Operating System: The code has been tested on Ubuntu

20.04.6 LTS. This operating system is recommended to
ensure compatibility and reproducibility of results. Other
operating systems (e.g., Windows) may also work, but
consistency of results cannot be guaranteed.

• Python Version: The code requires Python 3.8 or higher.
It is recommended to install all dependencies specified in
the requirements.txt file to ensure compatibility.

• CUDA and cuDNN: To use the GPU for accelerated
computation, make sure that CUDA 12.0 or higher and
cuDNN are installed (Optional).

4) Benchmarks: We evaluate DIP on open-source bench-
mark datasets. For image data, we use CIFAR-10 with VGG-
16/ResNet-18 architectures. For text data, we use the PTB-
Text-only dataset with the GPT-2 model. All datasets and mod-
els are publicly available and widely regarded as innocuous
baselines.

B. Artifact Installation & Configuration

1) Installation: Please download our code from our GitHub
repository. And run pip install -r requirements.txt for down-
loading dependencies.

2) Dataset and Model: To facilitate reproducibility, we
provide intermediate experimental data on Zenodo, allowing
researchers to reproduce our results without separately down-
loading the datasets or retraining the models.

C. Experiment Workflow

The artifact contains the main workflow of DIP, which
consists of the following steps:

• (1) Selecting samples using the distribution-aware algo-
rithm.

• (2) Injecting probabilistic watermarks into the dataset
(DIPhard or DIPsoft).

• (3) Performing two-fold verification.

D. Major Claims

We emphasize that our framework, DIP, offers several
key advantages: it achieves effective performance with low
injection rates, a low false positive rate, no degradation in
model utility, and strong robustness against three adversarial
environments. Moreover, DIP is applicable not only to the
image domain but also to the text domain, particularly for
large language models.

• (C1): According to Table II of the original paper, in
the image domain, DIP achieves over 95% watermark
success rates (WSRs) and a distribution similarity (DS)
above 0.93 at a 1% watermark injection rate, enabling
reliable DOV through two-fold verification. Meanwhile,
models trained on watermarked datasets maintain ac-
curacy comparable to those trained on clean datasets.
Similarly, as reported in Table IV, in the text domain,
DIP attains over 75% WSRs and a DS above 0.91 at
a 1% watermark injection rate, demonstrating effective
DOV as well.

• (C2): As presented in Table III and Table V of the
original paper, models not trained on the watermarked
dataset do not exhibit any watermark signals. DIP’s
watermark verification produces P -values higher than the
significance level of 0.05, suggesting that DIP rarely
produces false positives.

• (C3): Figure 6, Table VI and Table VII of the origi-
nal paper demonstrate that DIP remains effective under
data augmentation, dataset cleansing, robust training, and
backdoor defenses. The results are superior to existing
SOTA watermarking methods such as DW and UBW.

E. Evaluation

After configuring the experimental environment as specified
above, please follow the instructions in the README.md
file to execute the experiment. The expected results (C1-C3)
should be consistent with, and not lower than, those reported
in the original paper. The total runtime (C1-C3) is expected
to be within five hours.
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