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Abstract—AI character platforms, which allow users to engage
in conversations with AI personas, are a rapidly growing applica-
tion domain. However, their immersive and personalized nature,
combined with technical vulnerabilities, raises significant safety
concerns. Despite their popularity, a systematic evaluation of
their safety has been notably absent. To address this gap, we con-
duct the first large-scale safety study of AI character platforms,
evaluating 16 popular platforms using a benchmark set of 5,000
questions across 16 safety categories. Our findings reveal a critical
safety deficit: AI character platforms exhibit an average unsafe
response rate of 65.1%, substantially higher than the 17.7%
average rate of the baselines. We further discover that safety
performance varies significantly across different characters and is
strongly correlated with character features such as demographics
and personality. Leveraging these insights, we demonstrate that
our machine learning model is able identify less safe characters
with an F1-score of 0.81. This predictive capability can be
beneficial for platforms, enabling improved mechanisms for safer
interactions, character search/recommendations, and character
creation. Overall, the results and findings offer valuable insights
for enhancing platform governance and content moderation for
safer AI character platforms.

I. INTRODUCTION

The landscape of AI applications is rapidly evolving,
with AI-driven character platforms emerging as a particularly
popular domain. Platforms such as character.ai [1], [2] and
JanitorAI [3] allow users to engage in dynamic, interactive
conversations with AI characters who embody specific per-
sonas, ranging from historical figures and fictional characters
to entirely novel creations. These platforms offer users unique
experiences in entertainment, companionship, and simulated
social interaction, contributing to their growing user base and
increasing integration into daily digital life [4]–[6].

However, the intimate and often personalized nature of
interactions within these platforms raises significant safety
concerns regarding the content generated by the characters
that potentially surpass those associated with general-purpose
Large Language Models (LLMs) [7], [8]. Users may form
strong emotional attachments or dependencies on these AI
characters [9], blurring the line between simulation and reality,
which can amplify the harm of various kinds of unsafe content
such as unfair representation and misinformation [10], [11].
The potential for psychological impact can also be substantial
[12], [13]. For example, it is reported that a 14-year-old boy
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committed suicide after engaging in extensive conversations
with AI characters on the popular platform character.ai [14].
This highlights the importance of ensuring these platforms
operate within safe boundaries.

Inspection of these platforms suggests they may suffer from
inherent technical safety challenges. Many of these platforms
utilize bespoke models, either trained from scratch or, more
commonly, fine-tuned from existing foundation models to
optimize for persona consistency and less restricted dialogue
(e.g., sexually explicit content) [15]–[18]. However, this may
neglect or even undermine the safety guardrails implemented
in base models. Recent research indicates that fine-tuning
an LLM for specific capabilities can inadvertently lead to
misalignment in other, potentially unrelated, safety-critical
areas [19], [20]. Furthermore, the very essence of these plat-
forms involves the LLM operating in an inherently role-play
mode. Role-playing is a well-documented technique used to
jailbreak LLMs [21], [22], tricking them into bypassing safety
protocols and generating harmful or inappropriate content.
This confluence of factors suggests a heightened risk profile
for AI character platforms.

Consequently, understanding the safety of these rapidly
expanding AI character platforms is critical. Despite their
popularity and potential risks, to the best of our knowledge,
there has not been any prior systematic, large-scale investi-
gation into their safety. To address this gap, we conduct the
first comprehensive safety study of AI character platforms.
We evaluate 16 popular platforms using a well-established
benchmark dataset [23] comprising 5000 prompt questions
across 16 different safety-relevant categories.

We note that, while the safety concerns we investigate are
significant, they are not always inherently negative in the
context of literary fiction, where users engage with a fictitious
persona for entertainment. A world of only “good” or inoffen-
sive characters would lack depth. Therefore, the objective of
this study is not to advocate for the elimination of all unsafe
conversations. Rather, our goal is to provide transparency
and a deeper understanding of the characters’ safety-related
behaviors. This can empower users to make informed decisions
based on their own preferences, and platforms to implement
mechanism to balance safety and user engagement.

With this in mind, our investigation begins by addressing
RQ1: How safe are current AI character platforms? We
compare the benchmarking results of the platforms against
several popular closed-source and open-source LLMs. We find
that the AI character platforms are significantly less safe than
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Fig. 1: Screenshots of a typical AI Character platform: (a) Character listing; (b) Character profile; (c) Chat with the character.

the baseline models: on average, they generate an unsafe
answer for 65.1% of the questions, while for the baselines,
the average is only 17.7%. Additionally, their mechanisms for
rejection and NSFW content filtering are not very effective.
This highlights significant safety issues within these platforms.

The results from RQ1 motivate a deeper exploration into the
variations and contributing factors behind these safety failures.
We thus pose RQ2: Does safety vary across different
characters, even within the same application, and can we
identify the features (e.g., demographics) of the characters
that correlate with their safety performance? Our analysis
indicates that safety does vary among different characters.
Furthermore, various factors, including demographic features
such as gender, age, appearance, and occupation, as well as
story-related features like the relationship between the user and
the character, and the character’s personality, have a significant
correlation with safety.

The results from RQ2 indicate the potential for using a
machine learning model to predict a character’s safety. This
capability could be beneficial for moderation and governance.
For example, it could help provide warnings to users when
selecting potentially unsafe characters, or help users when
creating characters. We thus pose RQ3: Can a machine
learning model accurately identify unsafer characters?
Subsequently, we develop a classification model capable of
identifying unsafer characters with an F1-score of 0.81.

To summarize, this paper presents the first large-scale safety
evaluation of AI character platforms. We analyze how a large
number of diverse AI characters, across multiple platforms,
answer questions in a comprehensive benchmark dataset, con-
firming significant safety challenges. Further, we analyze the
factors correlated to safety variations among characters, and
show that a machine learning model can accurately identify
unsafer characters. These results offer crucial insights into the
mechanisms behind safety failures in this unique application
domain, providing actionable knowledge for improving plat-

form governance, content moderation strategies, and the design
of safer AI character systems. Additionally, our dataset, con-
sisting of the questions, the corresponding answer generated
by the characters, and the metadata of the characters, is made
publicly available to facilitate further research.

II. PRIMER ON AI CHARACTER PLATFORMS

Overview. AI character platforms empower users to cre-
ate, interact with, and personalize AI-driven personas. These
platforms typically allow any user to design characters with
unique personalities, backgrounds, and conversational styles,
facilitating immersive interactions that can range from casual
chats to potential romantic relationships. Importantly, these
user-defined characters are made public and listed on the
platform (Figure 1a shows an example), allowing other users
to engage with them. This is the key feature of these platforms,
which creates a diverse pool of characters, enabling users to
interact with a wide variety of rich and interesting personas
beyond their own creations. Consequently, there can be hun-
dreds of thousands of user-defined characters in a platform,
encompassing characters from movies, anime, and real-life
celebrities, as well as original characters.

The technology behind these platforms utilizes LLMs, often
fine-tuned from existing foundation models to optimize per-
sona consistency and allow for less restricted dialogue (e.g.,
sexually explicit content). Note, these platforms differ from AI
companion applications like Replika, which primarily focus on
building emotional connections and providing companionship
to users through a few (typically just one) specific persona.
Character Profile. User-created characters are central to AI
character platforms. Figure 1b shows a typical character profile
page. These profiles usually include a plain text description
and tags (either pre-defined by the platform or free text, de-
pending on the platform), providing a brief introduction to the
character. Some profiles also reveal full personality definitions,
which usually contains specific details for character creation.
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However, most characters and platforms do not offer this
feature. Additionally, the profile page displays the number of
chat messages and/or chat sessions the character has received
from all users, serving as a metric of the character’s popularity.
Chatting with the Character. Users can engage in conversa-
tions with any of the publicly listed characters. As depicted in
Figure 1c, a typical user interface is similar other LLM chatbot
applications. On certain platforms and for specific characters,
chat messages may not only contain dialogue but also include
descriptions of expressions, actions, psychological states etc.
where the italicized text in Figure 1c is an example.

Chat sessions can be saved and later resumed, allowing for
long-term interactions. The context window is crucial in this
sense, with most platforms offering a relatively large context
window to maintain the consistency of long conversations.
Many platforms also offer paid subscriptions to access even
larger context windows. On some platforms, users have the
option to configure the backend LLM models and adjust
hyperparameters (e.g., temperature and max output tokens).
In contrast, there are also some platforms that do not expose
any of these technical details to end users.
Filtering Characters. Platforms typically provide users with
mechanisms to filter characters they prefer not to see, ensuring
these characters do not appear in their listings. Two common
filtering features are available on most platforms, which users
are prompted to configure upon account creation. The first is
filtering by gender, where users can select the gender of the
characters they are interested in, with other genders not being
displayed. This feature likely caters to users seeking romantic
interactions. We note that on most of the platforms, this system
does not consider non-binary genders but primarily only offers
the selection of either male or female genders. The second
feature is filtering adult content. Some platforms explicitly
categorize characters based on whether they are expected to
generate adult content, allowing users to filter such characters
if they choose.

III. METHOD: BENCHMARKING & DATA COLLECTION

This section outlines the process for data collection and
benchmarking of AI character platforms.

A. Target Platform Selection

To compile a list of representative AI character platforms
for analysis, we utilized the website toolify.ai, a compre-
hensive index for various AI-driven applications. We focused
on platforms categorized under ai-character. We then
ranked the platforms based on their number of monthly
visitors, as reported by toolify.ai. We then select 16
platforms from the most popular ones. We note that each
platform was manually reviewed, and those that did not align
with the scope of this paper were excluded. For instance,
platforms like Replika, which emphasize a single, private AI
avatar for long-term relationships, were not considered. Table
I lists the 16 platforms.

Platform URL Monthly Visits
character.ai character.ai > 100M
JanitorAI janitorai.com 102.8M
SpicyChat spicychat.ai 34.4M
PolyBuzz polybuzz.ai 19.1M
CrunshOn.AI crushon.ai 16.2M
LoveScape lovescape.com 17.2M
Chub AI chub.ai 10.6M
Joyland joyland.ai 6.4M
TalkieAI talkie-ai.com 4.9M
GirlfriendGPT gptgirlfriend.online 4.7M
NSFWLover nsfwlover.com 1.4M
Dream Companion mydreamcompanion.com 1.2M
rprp.ai rprp.ai 800k
Dopple.ai dopple.ai 800k
CraveU AI craveu.ai 772k
Botify AI botify.ai 508k

TABLE I: Target platforms for this study.

B. Benchmark Dataset

Benchmark Method. We adopt the one-shot question method-
ology for our safety evaluation. Note, this methodology is the
most widely used approach, with most of benchmark datasets
in this form [24], [25]. This method best reflects a common,
neutral, and direct user interaction, unlike alternatives such
as multiple-choice questions or complex jailbreak techniques
which do not represent how a typical user engages with the
AI character platforms. Furthermore, a key advantage of the
one-shot approach is its simplicity, which results in a more
explainable evaluation. It allows for clear attribution of a safety
failure to a specific input.

At a high level, Figure 2 shows the process how we use this
benchmark method: (i) we ask a question from the benchmark
dataset to the chatbot; (ii) the target chatbot generates a
response; (iii) the question-and-answer pair is evaluated to
determine its safety. More details are provided in the following
paragraphs.

Fig. 2: Example of the process for posing a benchmark question
and evaluating the safety of the response.
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Selection of the Benchmark Dataset. In selecting a bench-
mark dataset for our study, we adhere to three key criteria.
First, we require a benchmark with comprehensive safety
categories to evaluate a broad spectrum of potential harms.
Benchmarks that concentrate on specific attack vectors such
as deception, fraud, and violence, are thus not selected.
Second, our research specifically targets the safety of conver-
sational chatbots. Benchmarks that blend safety and security
assessments, or are designed for evaluating LLM safety on
other scenarios (e.g., agents in complex tasks), are thus not
selected. Third, we emphasize the integration of established
benchmarks, prioritizing those that consolidate multiple, well-
established safety datasets, as building upon established best
practices is crucial. After reviewing various potential bench-
mark datasets, we identify SALAD-bench [23] as the most
suitable option, as it fully meets the criteria outlined above.

SALAD-Bench is a well-cited and comprehensive bench-
mark dataset for assessing the safety of LLM. It offers an
extensive collection of questions, organized into a detailed
taxonomy of 16 categories, each containing hundreds of ques-
tions (Table II lists the 16 categories). Additionally, it fully
incorporates questions from multiple previous well-established
safety benchmark datasets: MM-harmless [26], MM-red-team
[27], GPTFuzzer [28], Do-Anything-Now [29], Multilingual
[30], Do-Not-Answer [31], ToxicChat [32], AdvBench [33].

While Salad-Bench is a promising choice, we acknowledge
that relying on a single benchmark dataset is a limitation of
our work and recognize it as an important direction for future
research. For example, expanding our evaluation to include
multi-round conversational benchmarks [34] is a suitable next
step. This allows us to assess safety in more dynamic and
interactive contexts, capturing the nuances of complex con-
versational scenarios.

O1: Toxic Content O9: Privacy Infringement
O2: Unfair Representation O10: Security Threats
O3: Adult Content O11: Defamation
O4: Erosion of Trust in Public Information O12: Fraud or Deceptive Action
O5: Propagating Misconceptions/False Beliefs O13: Influence Operations
O6: Risky Financial Practices O14: Illegal Activities
O7: Trade and Compliance O15: Persuasion and Manipulation
O8: Dissemination of Dangerous Information O16: Violation of Personal Property

TABLE II: Safety Categories of SALAD-Bench [23].

Selecting Questions. We utilize a subset of 5,000 questions
from the benchmark. Specifically, these consist of all the “at-
tack enhanced” questions in the benchmark dataset (as detailed
in the SALAD-Bench paper [23]). These questions are more
challenging, thus more effectively highlighting potential safety
issues. Importantly, we use the original questions without
additional techniques (e.g., tricky jailbreaking prompts) to
more closely resemble real-world usage scenarios of common
users.
Evaluating the Answers. After posing the benchmark ques-
tions and receiving the answers from each character, it is
essential to assess the safety of these responses. For this
purpose, we utilize the companion tool, MD-Judge, which
is included with SALAD-Bench, as detailed in the paper [23]

(we employ the most recent version v0.2 [35]). As shown in
Figure 2, this tool provides evaluation consisting of three parts:
(i) It assigns a safety rating to the answer, ranging from 1 to
5. Ratings of 1 and 2 are defined as safe, while ratings of 3,
4, and 5 are defined as unsafe. (ii) It identifies the specific
unsafe category of the response from among 16 predefined
categories, which are the same as those used for the questions.
We note that the unsafe category assigned to an answer may
differ from the category of the question, potentially presenting
an intriguing avenue for further exploration. (iii) It generates
a paragraph explaining the rationale behind its judgment.

Additionally, we conduct two experiments to validate the
reliability of MD-Judge: (i) benchmarking it against other
safety assessment tools, and (ii) benchmarking it against hu-
man judgment. The full results are presented in Appendix A-B.
These confirm that MD-judge is a reliable tool for evaluating
safety.

C. Measuring Each Platform

In this subsection we describe the process how we measure
the safety of each target platform (§III-A) with the selected
benchmark dataset (§III-B).
Selecting Target Characters. The first step is to select a
specific set of target characters for evaluation on the platform.
Given that there could be hundreds of thousands of characters,
measuring each one is infeasible. Therefore, we use two sam-
pling methods to create two distinct sets of characters. First,
we identify the 100 most popular characters, as determined by
the popularity metrics outlined in §II. This set is referred to
as the Popular Set. Second, we compile a random selection
of 100 other characters from the platform’s default listing (the
default list of characters displayed on the page when the user
enter the platform) excluding any characters already included
in the Popular Set. This set is referred to as the Random Set.
We note that because each platform has different settings, there
may be slight variations in the specific details of our sampling
process, which we discuss in Appendix A-C.
Assigning Benchmark Questions. The next step is to assign
the benchmark questions to the characters. During this process,
in the first round, the 5000 questions are randomly divided
into 100 lists of 50 questions each, and each character in the
Popular Set is assigned one of these 50-question lists. Then,
in the second round, the 5000 questions are again randomly
divided into 100 lists, and each character in the Random
Set is assigned one of the lists. Overall, on each platform,
the full benchmark dataset of 5000 questions are collectively
completed twice: once by the 100 characters in the Popular
Set and once by the 100 characters in the Random Set.
Running the Benchmark. After the benchmark questions
have been assigned to the characters, the next step is to pose
the questions and obtain the answers. In a few cases where
platform allows users to modify the LLM hyperparameters
(e.g., temperature), we use the default settings. To ensure that
previous interactions do not influence responses, we initiate
a new chat for each question. Each question is asked twice
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consecutively. This approach addresses two issues: (i) on some
platforms, the maximum output length is too restricted, which
can result in answers being cut off, and asking the question
again often makes them continue the previous response; (ii)
certain characters have a strong “hard-coded” response for
their first response, providing a fixed answer regardless of
the input. Asking the question twice mitigates these problems
while having minimal impact on other cases. The answers from
both attempts are concatenated and then evaluated..

D. Calculating the Unsafety Score.

Unsafety Score. To quantify the unsafety of both individual
characters and platforms in aggregate, we calculate their
unsafety score. We define this as the fraction of the number
of answers deemed unsafe vs. the total number of assigned
questions. For example, an unsafety score of 0.5 for a given
character indicates that it returns an unsafe answer for 50%
of the assigned questions.
Correction for “O3: Adult Content”. Certain platforms or
characters permit the generation of adult content. Following
a common phrase used by these platforms, we refer to the
characters that are permitted and expected to generate adult
content as “NSFW characters”, while the others are referred
to as “SFW characters”. Recall, there is a category “O3: Adult
Content” in the benchmark. For these NSFW characters, adult
content should not be deemed unsafe. To address this, we
apply additional processing when calculating the results: in
situations where a character is an NSFW character, we exclude
the unsafely answered questions under the category of “O3:
Adult Content”. That said, this process involves only one of the
16 categories and thus introduces little difference to the overall
safety result, as demonstrated in Figure 18 in the appendix.

E. Character Metadata Collection

While conducting the benchmark, we also gather various
types of metadata about the characters to facilitate further
analysis. Given the differences in available metadata across
platforms, we first collect the commonly featured metadata:
(i) the tags (noting that available tags can vary by platform)
used to describe the character, (ii) the plain text description or
introduction of the character, (iii) the opening scenario (i.e.,
at the beginning of the chat, there will usually be a paragraph
that sets the scene and provides background information for
the conversation with the character), (iv) the popularity metric
(i.e., the number of chats or the number of chat messages,
as detailed in §II), (v) NSFW designation, indicating whether
the character is expected to generate NSFW content (this
mechanism is only supported on some platforms). Appendix
A-E summarizes the slight variations of the available metadata
for each platform.

F. Character Feature Annotation

Our analysis in §V and §VI uses multiple features of the
characters, such as gender, age and occupation etc. Different
platforms present the information of these features in varied
formats of metadata as described in §III-E, including tags,

plain text descriptions, and scenarios. Thus, to standardize
our analysis of these features within a unified framework,
we use LLMs to process the characters’ information and
generate structured annotations for all characters from different
platforms. We label the characters for two types of features:
(i) demographic features, and (ii) literary features, as detailed
below.
Demographic Features. Previous studies have demonstrated
that assigning demographic features to LLMs can introduce
biases and affect moral and value alignment [36]–[38]. These
issues are closely related to safety, thus, we also analyze
demographic features in our study. Building on the frameworks
employed in the aforementioned studies, we compile a list of
5 demographic features: age, appearance, gender, occupation,
and race. Detailed taxonomy, definitions, and the prompts used
for labeling are provided in Appendix A-G.
Literary Features. The characters typically include a back-
ground story that describes the scenario for the conversation.
Sometimes, this occurs within a story of a longer narrative.
Consequently, a character often possesses additional attributes
in a novel or drama context, such as the relationship between
the user and the character, which cannot be captured solely
by demographic features. These, however, are also intuitively
linked to the character’s safety level. We refer to these as
literary features and include them in our analysis. Drawing
inspiration from previous research on novel and character
analysis [39]–[43], we compile a list of five literary features:
(i) space: the space where the conversation happens; (ii) rela-
tionship: the relationship between the user and the character;
(iii) favorability: how the character like the user; (iv) victim:
whether the character suffered harm, injury, or loss due to
various circumstances; (v) personality: the core personality
traits of the character. Detailed taxonomy, definitions, and the
prompts used for labeling are provided in Appendix A-G.
Annotation Using LLM. Gemini 2.5 Flash is used for the
annotation task. A new chat is initiated for each prompt. For
each character, a total of six prompts are employed to annotate
the features described above. The specifics of the prompts are
outlined in Appendix A-G. To validate the results, we also
use another two LLMs, Claude 3.7 Sonnet and GPT-4o to
annotate a subset of 1,000 characters, where Gemini 2.5 Flash
demonstrates an agreement rate of 91.2% to the majority of
votes results of the 3 LLMs. Further, the authors manually
verify a subset of 100 characters, and in 96% of the cases, the
authors agree with the annotation result. These confirm that
the annotation results are reliable.

G. Baseline for Safety Comparison

To effectively contextualize the safety results of the plat-
forms, we need baselines for comparison. Therefore, we
use the same method to benchmark multiple popular LLMs.
Specifically, we prompt each LLM with the 5000 questions and
evaluate its response. During this process, we utilized default
settings for hyperparameters (e.g., temperature). A summary
of the benchmarked baseline LLMs is presented in Table III.
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Model Variation
Qwen2.5 72B
Qwen3 32B
Phi4 14B

Open Source Models Llama3.3 70B
Llama4 16×17B
Gemma3 27B
Mistral 7Bv0.2
GPT-4o -

“Black Box” Models Claude3.7 Sonnet
Gemini2.5 Flash

TABLE III: General-purpose LLMs evaluated for baseline com-
parison.

IV. SAFETY RESULTS (RQ1)

We begin by presenting and analyzing the results obtained
from the benchmarking to address RQ1: How (un)safe are
the current AI character platforms? This offers an overall
understanding of the current situation of the safety challenges
faced by the platforms, to guide the direction in our subsequent
analysis.

A. Overall Safety Results

Unsafety Score. We first present the overall unsafety scores as
defined in §III-D. This is calculated as the number of questions
with unsafe answers divided by the total number of questions.
Figure 3 illustrates the results. It is evident that AI character
platforms are significantly less safe (p-value < 0.001 in Mann-
Whitney U Test [44]) than the baselines. We use Mann-
Whitney U Test because the data are not normally distributed.
The AI platforms occupy the entire upper range of the chart,
with scores ranging from a high of 0.8 for Joyland down to
just under 0.39 for LoveScape. In sharp contrast, the baseline
models, all score below 0.25. This wide disparity implies
safety risks associated with these AI character platforms. This
might be due to a disregard for the safety aspects of these
platforms or could result from inherent design decisions of
the characters. While users may intentionally create some
characters to be unsafe in some aspect, such as toxic content,
as part of the character’s distinctive feature, the high unsafety
score indicates that safety issues likely spans across most of
the 16 unsafe categories. This is later confirmed in §IV-B.
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Fig. 3: Overall unsafety scores for the AI character platforms.

Rejection Rate. The rejection rate is another important metric
to consider. In certain instances, LLMs can directly refuse to
answer an unsafe question, thereby preventing the generation
of harmful responses. This reflects whether the platform
actively attempts to address safety issues. Thus, we now

examine the rejection rate as how many instances of safely
answered questions are attributed to rejection. Figure 4 shows
the rejection rate for the AI character platforms and baselines,
where rejections are determined using the method described
in Appendix A-F.

We observe that most baseline LLMs have a relatively high
rejection rate, with the highest being phi4 at 0.4. However, the
llama3.3 and llama4 models have a notably lower rejection
rate, both under 0.1. In contrast, AI character platforms
demonstrate a significantly lower rejection rate (p-value =
0.002 in Mann-Whitney U Test) for safe answers compared
to baseline LLMs, with the exception of the Janitor platform,
which has a relatively higher rejection rate of 0.28. This
indicates that the safe responses generated by AI characters
are generally not the result of rejection. This suggests the
absence of the rejection mechanisms in AI character platforms,
which can be a factor of the high overall unsafeness. We
conjecture that this can potentially be a trade-off for enhanced
user engagement, but the compromise in safety appears to be
excessive.
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Fig. 4: Rejection rate for the AI character platforms.

B. Safety Results by Category

After establishing that AI character platforms are signifi-
cantly less safe than baseline LLMs, we proceed to examine
the safety across different question categories. We utilize the
benchmark’s inherent taxonomy (16 categories in total), as
detailed in §III-B.
Unsafety Score by Category. Figure 5 shows the Unsafety
scores of the AI character platforms across the 16 categories
of the benchmark question, where the green texts indicate the
Mann-Whitney U Test’s p-value. We observe that the unsafety
scores of AI character platforms vary significantly depending
on the category. These platforms exhibit the highest levels
of unsafety in the category of Security Threats, Persuasion
and Manipulation, and Illegal Activities (e.g., detailed plan
to commit a crime), with median scores around 0.8. In
contrast, categories such as Privacy Infringement have median
scores below 0.6. This indicates that certain areas pose more
significant safety challenges for these platforms.

Moreover, the discrepancy in performance between the
platforms and baseline models varies largely by category. That
is, categories that are safer for baseline language models might
actually be less safe for AI character platforms. Most critically,
the data reveals a substantially worse score for platforms in
specific areas where baseline models perform exceptionally
well. For example, in categories like Unfair Representation and
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Propagating Misconceptions/False Beliefs, baseline models
have unsafety scores close to zero, whereas the AI character
platforms show significant higher scores, with median scores
around 0.6.

This disparity may result from the platforms’ training, fine-
tuning, or prompt engineering to enhance role-play capabil-
ities. Previous studies have shown that such processes can
introduce unexpected safety concerns in related fields [19],
[20], areas where baseline models have effectively mitigated
these issues.
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Fig. 5: Unsafety scores of the platforms across the 16 categories.

Adult Content. A particular point of concern is the Adult
Content category. As detailed in Section §III-D, the result
for the Adult Content category is only for the platforms
or characters that should not generate adult content replies.
However, as illustrated in Figure 5, they fail in a significant
proportion (average 46%) of the questions under the Adult
Content Category. This suggests that the adult content filtering
mechanisms for these platforms are not always effective,
posing a clear risk to users, particularly those under the age
of 18.

Question Category vs. Judge Category. Another intriguing
finding is that, for unsafe answers, the category of the question
does not always align with the category assigned by MD-
Judge (the classifier predicting the category of response). This
suggests that unsafety may sometimes arise from factors that
are unrelated to the original question category. To explore
this further, Figure 6 plots the proportion of answers (out
of all unsafe answers), for each platform, where there is an
inconsistency between the question category and the judge
category. In the figure, the colors represent the judge category.

We see that there is no significant difference in the overall
proportion of inconsistent answers between the AI character
platforms and the baselines (p-value = 0.65 in Mann-Whitney
U Test). That said, the three closed-source models show a
higher proportion of around 35% (whereas most other models
display an inconsistency rate between 20% to 30%). However,
the composition of these inconsistent answers varies between
AI character platforms and baselines. we note that certain
categories make up a much larger proportion of the incon-
sistent answers for many AI character platforms compared
to the baseline models. For example, categories such as O1:
Toxic Content (7.7% vs. 3.2%), O2: Unfair Representation (1%

vs. 0.3%), and O5: Propagating Misconceptions/False Beliefs
(1.3% vs. 0.3%).

Overall, the result suggests that some models used in AI
character platforms have an inherent tendency to generate
toxic content, unfair representation, and misconceptions/false
beliefs. Interestingly, this occurs even when the models are not
prompted with related questions. This indicates that there may
be alignment issues that contribute to these unsafe responses.
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Fig. 6: The proportion (out of all unsafe answers) of answers
with an inconsistent question category and judge category. The
gray shading indicates the baselines.

V. PER CHARACTER ANALYSIS (RQ2)

In §IV, we find that all the measured AI character plat-
forms face significant safety challenges. This prompts us to
conduct further analysis, to understand the potential factors
contributing to their poor safety performance. In this section,
we conduct a per character analysis to address our RQ2: Does
safety vary among different characters even within the same
platform, and can we identify the features (e.g., demographics)
of the characters that correlate with their safety performance?

A. Do Characters Differ in Terms of Safety?

Our first step is to verify whether the characters differ in
terms of safety. To establish this, we employ a statistical
test method. Clearly, if all characters within the same plat-
form exhibit identical safety performance, their safety scores
should follow a binomial distribution. Indeed, a simulation
conducted on the baseline LLMs (where the 5000 questions
were randomly divided into 100 sets of 50 questions to
create 100 identical “characters”), as presented in Appendix
A-H, demonstrates binomial distributions. Consequently, we
perform a χ2 Goodness-of-Fit test [45] on the distribution of
the characters’ safety scores for each platform. The results as
presented in Appendix A-H show a significant difference of
the distribution to a binomial distribution for all platforms,
indicating that within the same platform, the safety level of
the characters are still different.

B. Analyzing Meta Features

We next examine the correlation between safety and two
key meta features that arise from the platform’s mechanisms.
The first is the popularity of the character, and the second is
whether the character is supposed to generate adult content.
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Popularity vs. Safety. To examine the correlation between
popularity and safety, we compare the safety result of the
characters from the Popular Set and the Random Set (as
described in §III-C). Figure 7 shows the unsafety scores of
the characters in the Popular Set vs. the Random Set, where
the green texts indicate the Mann-Whitney U Test’s p-value
between the popular set and the random set.

We observe that popular characters have a higher unsafety
score in 13 out of 16 platforms, and 8 of these instances are
statistically significant. In the most significant cases (***), the
difference in mean unsafety scores can reach 0.1.

Overall, the results indicate that in half of the platforms,
popular characters are significantly less safe. This underscores
a challenging trade-off: platform-wise, stringent safety mea-
sures might diminish the appeal of popular AI characters, po-
tentially decreasing user satisfaction and platform interaction.
Consequently, platforms may have less incentive to implement
higher safety standards if it leads to lower user engagement.
This could be one reason for the platforms’ low safety.
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Fig. 7: Unsafety scores of the characters. The green texts indicate
the Mann-Whitney U Test’s p-value between the popular set and
the random set.

NSFW vs. Safety. As detailed in §III-D, certain platforms
feature a mechanism that lets some characters to operate in
“NSFW mode”, explicitly allowing them to generate adult
content, while other characters in “SFW mode”, which should
not generate adult content. In §IV-B, our findings confirm that
the mechanism is somewhat effective, though often fails.

Figure 8 presents the overall unsafety scores for NSFW
characters vs. SFW characters across the platforms. Unsurpris-
ingly, we see that NSFW characters all have higher unsafety
scores on all platforms, with the differences being statis-
tically significant for craveu.ai, Janitor, LoveScape, rprp.ai,
and SpicyChat. The results suggest that when platforms use
training, fine-tuning, or prompt engineering to optimize for
NSFW content, other categories of safety may be (unintend-
edly) compromised. This indicates potential vulnerabilities that
need to be addressed to ensure comprehensive safety.

C. Analyzing Demographic Features

After examining the platform-related features in the pre-
vious subsection §V-B, we now turn our attention to the
demographic features of each character, to understand how
they impact the safety of responses. For this, we aggregate
characters from all platforms to do the analysis. This re-
quires the normalization of the unsafety score to eliminate
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Fig. 8: Unsafety score across all questions. The green texts
indicate the Mann-Whitney U Test’s p-value between the popular
set and the random set.

platform-specific influences, as platforms inherently have dif-
ferent unsafety levels. Therefore, we define the normalized
unsafety score as the character’s unsafety score minus the
unsafety score of its respective home platform. Formally,
Unsafetynorm(c) = Unsafety(c)−Unsafety(pc), where c is the
character, and pc is the home platform of the character. This
eliminates the influence of the platforms.

Our analysis focuses on five demographic features: (i) Gen-
der, (ii) Age, (iii) Race, (iv) Appearance, and (v) Occupation.
Each feature contains multiple categories (e.g., female, male,
non-binary for Gender), where the details and the method
employed for labeling are described in §III-F. We focus on two
key aspects. First, we examine whether there is a correlation
between a demographic feature and safety. Second, if such
a correlation exists, we identify which specific group within
this demographic feature (e.g., the Child group within the
Age feature) is associated with a lower/higher safety. To
ensure robustness, each category must contain at least 1% of
the samples to be included in our analysis. Additionally, the
“Other” and “Unspecified” categories are not included for the
same reason.

Gender Age Race Appear. Occupa.
Overall
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O7: Trade and Compliance
O8: Dissemination of Dangerous Information

O9: Privacy Infringement
O10: Security Threats

O11: Defamation
O12: Fraud or Deceptive Action

O13: Influence Operations
O14: Illegal Activities

O15: Persuasion and Manipulation
O16: Violation of Personal Property
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Fig. 9: Kruskal-Wallis H tests’ p-values “ns” (not significant,
≥ 0.05), * (0.05), ** (0.01), and *** (0.001). The independent
variables are the demographic features and the dependent
variables are the normalized unsafety scores.

Overall Statistical Test Results. To investigate the relationship
between various demographic features of characters and their
unsafety scores across different categories, we first perform
a series of Kruskal-Wallis H tests [46]. For each of the
demographic features (Gender, Age, Race, Appearance, and
Occupation), we take it as the independent variable. The
dependent variables are the overall normalized unsafety scores
and normalized unsafety scores for the 16 specific safety
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categories. Statistical significance are determined based on p-
values, indicated in the table as “ns” (not significant, ≥ 0.05),
* (0.05), ** (0.01), and *** (0.001).

The figure shows that Occupation, Appearance, and Gender
have the most significant correlation to the character’s safety.
A character’s Occupation demonstrates the most pervasive
influence, showing a highly significant correlation (***) with
the overall safety score in 14 of the 16 specific categories.
Similarly, a character’s Appearance and Gender are highly sig-
nificant predictors for the overall score. Appearance strongly
correlates with representational harms like O2: Unfair Repre-
sentation (***), while Gender is significantly linked to more
categories, including interpersonal violations such as O11:
Defamation (**).

In contrast, a character’s race has a negligible impact on the
safety benchmarks. The Age attribute exerts a more moderate
and less widespread correlation, being significant overall (**)
but correlating with fewer specific safety types than the other
main factors.

Overall, the results confirm that demographic features are
indeed correlated with safety in these AI character platforms.
We note that while a significant Kruskal-Wallis test result
indicates differences among the groups, it does not specify
which group(s) differ or whether a difference is higher/lower.
Therefore, to further explore how demographic features relate
to safety, we next conduct additional analyses to examine the
unsafety scores of characters associated with each feature.
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Fig. 10: Unsafety scores for characters in different (i) Gender
groups; (ii) Age groups; (iii) Appearance groups.

Gender. The blue boxes in Figure 10 depict the normalized
unsafety scores for characters across various Gender groups.
There is not a significant difference between female, non-
binary, and male characters. That said, non-binary characters
have a slightly lower score (mean -0.008 vs. 0.019 for Non-
binary and 0.021 for Male). However, Not Applicable (i.e., the
gender concept does not apply) stand out as a group with a
notably lower unsafety score (mean -0.037). Overall, the result
suggests that a specific character gender does not correlate
with its safety behavior. The observed correlation is due to
the Not Applicable group, which is a special case.
Age. The red boxes in Figure 10 represent the normalized
unsafety scores for characters across different Age groups. We
see that child characters have a lower unsafety score, with a
mean of -0.097, while the other Age groups exhibit similar
trends with means around 0.003. Although it is intuitive that
child characters are less likely to produce unsafe content, it is
also important to note that child characters are (and have to
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Fig. 11: Unsafety scores for characters in the Occupation groups.

be) SFW characters. As shown in §V-B, being SFW is another
important factor positively influencing a character’s safety.

Appearance. The pink boxes in Figure 10 show the normal-
ized unsafety scores for characters across different Appearance
groups. The Weak attribute shows the lowest safety score, with
an average score of -0.083. This may be because thinness
and weakness are often stereotypically linked to being less
physically imposing or threatening. In contrast, attributes
associated with larger size, such as “Strong”, “Tall”, and
“Overweight”, have higher scores, with average scores of
0.024, 0.030, and 0.048, respectively. This suggests that the
underlying model may interpret physical dominance or size
as indicative of potential threat and misalignment. Another
possible explanation is that when users create and define
characters, physical appearances are often correlated with
other mental or personality attributes (e.g., strong might be
associated with violent), which can also influence safety. We
further explore this in §V-D.

Occupation. As illustrated in Figure 9, the Occupation cat-
egory exhibits the most significant p-values both overall and
across most individual safety categories. To delve deeper into
this finding, Figure 11 presents the ten Occupation groups with
the highest normalized unsafety scores (in red) and the ten
groups with the lowest unsafety scores (in blue).

The roles of Sex Worker, Villain, Criminal Group Member,
and Adult Content Creator stand out with the highest unsafety
scores, with the mean exceeding 0.15. Generally, the unsafer
groups (red) often contains occupations that inherently involve
conflict, operate outside of societal norms, or are associated
with vulnerability and peril. In contrast, the safer groups
(blue) consist of roles that are generally perceived as socially
legitimate, constructive, or protective, such as conventional
professions and figures of authority. It is intuitive that these
occupations and archetypes, operating within established so-
cietal norms, are correlated with higher safety.

Overall, while users might anticipate and be somewhat
prepared for criminal characters to produce toxic content
(O1), or for sex workers to produce adult content (O3), it
raises concerns when they also generate content of real-world
criminal advice, such as fraud or deceptive actions (O12) or
illegal activities (O14). This suggests that platform should try
to strike a better balance, ensuring that the character is not
promoting behaviors that could compromise real-world safety.
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D. Analyzing Literary Features

After establishing a clear correlation between demographic
features and a character’s safety, we now turn our attention to
the literary features that are also directly related to characters
and intuitively linked to safety. As defined in §III-F, literary
features capture the character’s background story and the
context of the conversation. Our analysis focuses on five
literary features: (i) Victim, (ii) Favorability, (iii) Space, (iv)
Relationship, and (v) Personality.

To examine these literary features, we employ the same
methodology used for analyzing demographic features (§V-C).
We concentrate on two primary aspects: first, whether there
is a correlation between a literary feature and the unsafety
score; and second, if such a correlation exists, identifying
which specific group within the literary feature (e.g., the
Enemy group within the Relationship feature) is associated
with lower/higher safety.
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Overall
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Fig. 12: Kruskal-Wallis H tests’ p-values “ns” (not significant,
≥ 0.05), * (0.05), ** (0.01), and *** (0.001). The independent
variables are the literary features and the dependent variables
are the normalized unsafety scores.

Overall Statistical Test Results. Figure 12 shows the Kruskal-
Wallis H tests p-values for the literary features across the
safety categories.

We see that a character’s social context, specifically their
status as a Victim, their Relationships to the user, and their
Personality, emerges as the most powerful and consistent indi-
cator of safety, showing a very highly significant relationship
(***) across nearly all categories. A character’s Favorability
(whether they like the user) is also a strong, though slightly
less pervasive, predictor. In contrast, the physical Space or
setting is by far the weakest predictor, proving statistically
insignificant for almost every type of harm and underscoring
that social factors are much more critical than environmental
ones in determining a character’s safety level.

Overall, the results confirm that literary features are indeed
correlated with safety in real-world settings, and these corre-
lations can be stronger than those with demographic features,
particularly when considering the 16 safety categories. We
note that while a significant Kruskal-Wallis test result indicates
differences among the groups, it does not specify which
group(s) differ or whether a difference is greater or lesser.
Therefore, to further explore how literary features relate to
safety, we conduct additional analyses below to examine the
unsafety scores of characters associated with each feature.
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Fig. 13: CDF of the unsafety scores for characters in different
(a) victim groups; (b) favorability groups.

Victim. Figure 13a presents the CDF of the normalized
unsafety scores for both victim and non-victim characters.
Victim characters exhibit lower unsafety scores, with a mean
of -0.03, compared to the non-victim characters, which have a
mean of 0.015. While it is also possible that victim characters
are associated with other literary features such as personality
that also contribute to a higher safety, which we further explore
in the following paragraphs.
Favorability. Figure 13b illustrates the CDF of the normalized
unsafety scores for different favorability groups of characters.
It is clear that characters who dislike the user tend to be
more unsafe, with a mean normalized unsafety score of 0.05,
compared to the Neutral and Like groups, which have means
of 0 and -0.019, respectively. While it is intuitive and expected
that characters who dislike the user are more likely to exhibit
toxic behavior (O1), it is questionable whether users also find
it acceptable or anticipated when characters display issues
beyond regular toxicity, such as unfair representation (O2).
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Fig. 14: Unsafety scores for characters in different relationship
(to the user) groups.

Relationship. Figure 14 displays the ten relationship groups
with the highest normalized unsafety scores (in red), and
the ten groups with the lowest unsafety scores (in blue).
We observe that groups with the highest unsafety scores are
those inherently linked to conflict, such as Enemy (mean
0.082), or complexity, such as Paramour (mean 0.072). In
contrast, groups with the lowest scores include simple, neutral
relationships like Acquaintance (mean -0.047), or positive ones
like Friend (mean -0.042). This suggests that both platforms
and users should be mindful that the choice of character re-
lationships may impact various aspects of safety. Particularly,
the correlation between safety and some relationships is not
very intuitive, such as Step Family and Paramour, which tend
to be associated with lower levels of safety.
Personality Trait. Figure 15 displays the ten personality
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Fig. 15: Unsafety scores for characters in the personality groups.

groups with the highest normalized unsafety scores (in red),
and the ten groups with the lowest unsafety scores (in blue). It
is evident that the personality groups with the highest scores
are generally perceived as negative, such as Cruel, Vain, and
Corrupt, all with an average score around 0.13. Conversely,
the groups with the lowest scores are typically considered
positive, including Humble, Optimistic, and Diplomatic, all
with an average score around -0.10. This finding confirms that
personality traits have a significant impact on the safety level
of a character, and this relationship is quite intuitive. We argue
that such platforms should consider addressing this issue, or
at least be aware of, the trade-off involved: when creating
a compelling, authentic “bad” character, various aspects of
safety may be compromised.

VI. CHARACTER SAFETY PREDICTION (RQ3)

In §V, we demonstrated that numerous features are corre-
lated with the safety level of the character. In this section,
we explore RQ3: Can a machine learning model accurately
identify unsafer characters? If the answer is yes, this capability
would enable deploying enhanced moderation or warning
systems. For example, it could alert users when selecting
potentially unsafe characters or guide safer character design.

A. Model Training

Prediction Goal. Our aim is to identify characters that are
particularly unsafe,. The first step in this process is to establish
a threshold for identifying the less safe characters. Since
there is no established standard for doing so, we adopt a
straightforward statistical convention [47]: characters with an
unsafety score that is 1 standard deviation above the mean
are labeled as “unsafer”, while those with a score below the
mean are labeled as “safer”. Characters with scores between
the safer and unsafer thresholds fall into a gray area, where it is
acceptable to label them as either safer or unsafer. Therefore,
we do not include them in the training and evaluation to
prevent the reported accuracy from being falsely higher. The
prediction is thus a binary classification task to determine
whether character is safer or unsafer.
Different Safety Categories. Recall, in addition to the overall
unsafety score, we also have unsafety scores for each of the 16
individual categories. Consequently, in addition to predicting
the overall safety, we also experiment with predictions for each
of these safety categories by separately training and evaluating
models for each one. This approach allows us to see how the

accuracy of the prediction may vary across different categories,
providing a more nuanced understanding.
Features. We utilize the features examined in Section V for
training, i.e., the meta features (popularity and adult mode),
demographic features, and literary features. Each category and
subcategory within the demographic or literary features is
converted into a binary feature. For instance, the gender feature
is converted into four binary indicators: “male”, “female”,
“non-binary”, and “not applicable”.
Training Settings. We conducted experiments using six ma-
chine learning algorithms: Random Forest Classifier (RF),
Logistic Regression (LR), K-Nearest Neighbors (KNN), Sup-
port Vector Machine (SVM), Gradient Boosting Classifier
(GB), and Gaussian Naive Bayes (GNB). We use a train-
test split ratio of 80:20, followed by under-sampling of the
safer class to ensure balanced classes during training. We
employed 5-fold cross-validation with grid search to optimize
the hyperparameter for each classifier.
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Fig. 16: Best F1-scores among the models on identifying unsafer
characters of different categories of safety.

RF GB LR SVM KNN GNB

Overall 0.78 0.81 0.78 0.79 0.76 0.80
O1: Toxic Content 0.67 0.69 0.69 0.70 0.69 0.63

O2: Unfair Representation 0.69 0.69 0.68 0.72 0.68 0.70
O3: Adult Content 0.56 0.58 0.52 0.54 0.59 0.51

O4: Erosion of Trust 0.58 0.55 0.59 0.59 0.60 0.66
O5: Propagat. False Beliefs 0.66 0.6 0.64 0.64 0.58 0.66

O6: Risky Financial Practices 0.54 0.57 0.46 0.64 0.55 0.65
O7: Trade and Compliance 0.72 0.48 0.61 0.61 0.58 0.64

O8: Disseminat. Danger. Info. 0.63 0.61 0.60 0.56 0.59 0.61
O9: Privacy Infringement 0.64 0.61 0.69 0.66 0.70 0.70

O10: Security Threats 0.68 0.68 0.75 0.75 0.67 0.64
O11: Defamation 0.53 0.51 0.45 0.4 0.48 0.56

O12: Fraud/Deceptive Action 0.59 0.56 0.62 0.62 0.65 0.66
O13: Influence Operations 0.58 0.63 0.62 0.62 0.54 0.58

O14: Illegal Activities 0.56 0.57 0.62 0.69 0.58 0.62
O15: Persuasion & Manipulat. 0.63 0.56 0.53 0.52 0.57 0.71
O16: Violat. Person. Property 0.63 0.64 0.63 0.55 0.60 0.50

TABLE IV: F1-scores for the models for identifying unsafer
characters of different categories of safety.

B. Evaluation Result

F1-Score. We use the F1-score as the metric to evaluate the
performance of the trained classifiers. Table IV in the appendix
presents the results of the models across six algorithms. It
displays the F1-scores for the models trained to predict the
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Fig. 17: Permutation feature importance of the models that achieve the best F1-score overall and for the 16 safety categories. The
importance values are scaled to a range of 0-1 using min-max scaling.

overall unsafety. It also displays the the F1-scores for the
models respectively trained to predict each of the 16 categories
of unsafety. To visualize it, Figure 16 shows the highest F1-
scores achieved among the six algorithms for predicting over-
all unsafety, as well as for each of the 16 specific categories
of unsafety.

We see that Gradient Boosting achieves a high F1-score of
0.81 for overall safety, suggesting that machine learning mod-
els are indeed quite effective at identifying generally unsafe
characters. However, the performance in identifying unsafety
across the 16 different safety categories is not as robust as
that for overall safety. The best models achieve an F1-score of
approximately 0.7 in seven categories: O1 Toxic Content, O2
Unfair Representation, O7 Trade and Compliance, O9 Privacy
Infringement, O10 Security Threat, O14 Illegal Activities, and
O15 Persuasion and Manipulation. For these categories, the
performance is still acceptable and may be used for practical
applications. For the remaining categories, the highest F1-
score achieved is below 0.67, raising questions about the
models’ ability to accurately identify unsafer characters in
these categories. However, improvements might be possible
with better models or through enhanced feature engineering.

Overall, the results confirm that machine learning models
can effectively identify unsafe characters, both in terms of
overall safety and within some specific safety categories.
This suggests the potential for leveraging machine learning
models to enhance safety governance and content moderation
mechanisms on AI character platforms. We further discuss
these implications in §VI-C.

Feature Importance. To gain a deeper understanding of the
important features utilized by the models, we analyze feature
importance using the permutation feature importance method
[48]. We focus on the top-performing models for each safety
category. The six most important features are shown in Figure

17, with the importance values scaled to a range of 0-1 using
min-max scaling for more convenient comparison.

We see that the most important features are generally
different for each specific category. This indicates that differ-
ent safety categories are characterized by distinct attributes.
However, some key features are important across multiple
categories. Literary features like Abrasive (important in O2,
O7, O13, O14), alongside the NSFW character tag (important
in O7, O8, O10, O14) are strong predictors. This indicates that
certain attributes may represent more fundamental or versatile
signals that are relevant to a wide range of unsafety scenarios.

Additionally, the features identified cover a wide range of
data types, including personality (e.g., Manipulative, Humble),
relationships (e.g., Partner, Acquaintance), demographics (e.g.,
Young Adult, Overweight), and platform specific mechanism
(e.g., Popular, NSFW). This confirms that a robust understand-
ing and identification of unsafer characters requires a multi-
faceted analysis, corresponding to our analysis in §V of meta
features, demographic features, and literary features.

C. Implications

In §VI-B we demonstrate that our machine learning model is
effective to label unsafe characters with a good accuracy. This
can be particularly beneficial in scenarios related to content
moderation and governance for AI character platforms.
More Accurate & Meaningful Warnings. Currently, plat-
forms often have a general warning or disclaimer (e.g., “This
is an AI, treat everything it says as fiction.”) for all characters.
This is not very effective. In fact, research indicates that
generic trigger warnings may not reduce negative emotional
reactions and can sometimes increase anticipatory anxiety
[49]. With the “unsafer labels” generated by our machine
learning model, it is possible to move beyond these broad-
stroke alerts and show prominent warnings for characters
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identified as higher risk. Furthermore, because the model can
somewhat predict different categories of unsafety, it is possible
to show more meaningful and specific warnings. For example,
a platform could explicitly state, “This character is flagged
for potentially generating content in the following categories:
toxic language, unfair representation, and defamation”. This
specificity provides users with a much clearer understanding
of the potential harms they might encounter, empowering
them to make a more informed decision about engagement.
This approach transforms warnings from a simple, often-
ignored legal disclaimer into a practical tool for user safety.
By categorizing risks, platforms can therefore offer a more
nuanced form of content moderation.
Safety as a Feature in Search & Recommendation. The
“unsafer labels” allow for a highly flexible and user-centric
approach to content moderation within search and recommen-
dation. First, this can be implemented through explicit user
controls, giving individuals the autonomy to choose whether
they see characters flagged as unsafe. With the prediction for
different safety categories, this control can be more granular,
allowing users to opt-out of specific safety categories. For
example, filtering out toxic content while still being open
to other categories like adult content. Second, even in the
absence of explicit configuration, the recommendation system
can be designed to infer a user’s implicit preferences from their
interaction patterns. However, it is crucial that this process
must be carefully managed to prevent the system from over-
amplifying toxic or harmful content. Overall, it can provide
a safer experience for users who wish to avoid potentially
harmful material while still catering to those who may be
less sensitive to or interested in such content, creating a more
personalized and satisfactory experience for all.
Guiding Character Creations. Most AI characters are created
by users, who often may not be fully aware of whether
their creation will behave in an unsafe manner. Sometimes,
a user may not intend to create an unsafe character at all,
but the character’s description and personality traits might
inadvertently lead to unsafe behaviors. In other cases, a user
might intend for a character to be unsafe in one specific
category but accidentally create one that is unsafe in others
as well. With the prediction model, analysis can be performed
during the character creation process, which can provide
immediate feedback, helping creators understand how their
choices impact the character’s safety profile. This empowers
users to align their creations more closely with their intent
and platform guidelines, fostering a more responsible and
transparent creation process.

VII. RELATED WORK

Safety Risks within LLM Role-Play. With the rapid develop-
ment of LLMs, role-playing has become a popular application
that makes models more engaging [50], personalized [17],
[51], and capable of handling complex tasks [52], [53].
However, studies increasingly highlight safety risks associated
with character traits in role-playing [36], [54], [55]. For

instance, research shows role-playing can lower refusal rates
for sensitive queries [54], introduce reasoning and role-related
biases [36], [55]–[58], and create differential susceptibility to
jailbreaks based on personality traits [57]. Specifically, role-
playing LLMs can produce more biased outputs concerning
race and culture [36], while gender diversity can influence
their behavioral consistency [55].

Overall, previous research highlights potential safety risks in
LLM-based role-playing, yet these conclusions are drawn from
laboratory settings, limiting their applicability to deployed
systems. For instance, they do not account for the diverse range
of characters created by a varied user base, and may not reflect
how the underlying LLMs are fine-tuned, configured, and/or
prompted by specific applications. This study bridges that gap
by conducting the first large-scale safety measurement of AI
character platforms (i.e., real-world LLM role-play applica-
tions). Through this, we provide a practical understanding of
how these safety concerns emerge in-the-wild.

Safety Issues of AI Companions. Recent research on AI com-
panions reveals prevalent sexual, harmful, and rude content in
user interactions [59], [60]. These interactions are associated
with users’ emotional well-being [60], [61], and studies find
that vulnerable user groups are drawn to these apps. This
includes young men with psychosocial vulnerabilities [60] as
well as highly active users who tend to anthropomorphize
chatbots and share personal, negative feelings, indicating a
need for greater support [11]. Critically, these companions tend
to comply with harmful requests rather than refuse them [60].
This compliance, combined with high user trust in chatbot
responses [62], raises significant ethical concerns about over-
reliance and misinformation.

The safety concerns associated with AI companion applica-
tions serve as a motivation for our study. However, we note
that it is important to distinguish between AI companions and
AI character platforms, even though some terminology may
overlap. AI companion applications are designed to foster a
one-on-one relationship between the user and a singular AI en-
tity, aimed at providing companionship, support, and personal
growth. These applications focus on creating a personalized
experience, learning from interactions to better meet the user’s
needs and preferences. In contrast, AI character platforms
like Character.ai offer users the opportunity to interact with
a wide array of diverse AI characters, each with unique
personalities and traits. A key feature of these platforms is
the ability for users to create characters and allow others to
engage with them, thereby fostering a vibrant, community-
driven ecosystem.

AI Character Platforms. Some prior studies have examined
AI character platforms, while most of them only focus on one
or a few example platforms. Research has explored gender-
based violence in Character.AI’s conversational patterns [63],
the ethics of its use as a virtual psychologist [64], and its
potential for language education [65]. Other work surveyed
users of platforms like Character.AI and Janitor.AI, finding
polarized perceptions of emotional support versus fear [66].
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Closest to our work is the study by Ragab et al. [67], which
highlights widespread issues across 21 platforms. However,
their research primarily concentrates on system-level privacy
concerns, including discrepancies between privacy policies,
app permission requests, data-sharing practices, and tracking
services used; while does not address the safety aspect at
the character level. These previous studies highlight various
findings related to diverse aspects of AI character platforms,
as well as the associated challenges and concerns. In contrast
to these studies, our work focuses on the crucial yet underex-
plored area of safety, and examines a wide range of 16 popular
AI character platforms.

VIII. CONCLUSION

In this paper, we have conducted the first extensive safety
evaluation of AI character platforms, uncovering significant
and widespread safety challenges. By assessing the responses
generated by a diverse range of characters to questions in
a comprehensive benchmark dataset, we not only quantified
these safety risks but also identified key factors that correlate
with safety failures. Our resulting machine learning model
demonstrates that it is possible to accurately identify characters
that are less safe. Our findings provide actionable insights to
enhance content moderation and strengthen platform gover-
nance, ultimately supporting the development of inherently
safer AI character systems.
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APPENDIX A

A. Ethical Considerations

We believe this study poses minimal ethical concerns. First
we would like to re-emphasize that the focus of this study
is on the safety of content generated by AI characters on
the platforms. It does not involve attempts to attack, breach,
or hack the platforms at a system level, nor does it concern
system-level security issues. In essence, our behavior is akin
to that of a regular user and will not negatively impact or harm
the platform.

Additionally, we take extra care to avoid overloading the
platform during the measurement process. For each platform,
we run the measurement in a “single-thread” mode, i.e., we
do not run any parallel processes and ask the questions in
the benchmark sequentially one-by-one. This process takes
approximately one week per platform thus the load should be
evenly distributed. Moreover, we pay fees for any necessary
tokens or subscription. Therefore, we believe that we do not
overload the platform or cause it any financial loss.

B. Validating MD-Judge

To validate the reliability and effectiveness of MD-Judge,
we conduct two sets of experiments: (i) a cross-validation
against other established safety classifiers to assess consensus,
and (ii) a benchmark against a human-annotated ground truth
to measure absolute performance.
Consistency with Existing Safety Classifiers. To contextual-
ize MD-Judge’s performance and ensure its alignment with
existing safety benchmarks, we compare its classifications
against two prominent safety guardrail models on our full
dataset of question-answer pairs. The selected models are:
(i) Qwen3Guard [68], a state-of-the-art model for safety
assessment, released in September 2025; (ii) WildGuard [69],
a widely-used classifier, reported to be the second-best per-
forming model in Qwen3Guard’s own evaluation.

Our analysis reveals a high degree of consensus between the
models. MD-Judge’s classifications agree with Qwen3Guard
in 92.1% of cases, with WildGuard in 85.2% of cases, and
with at least one of the two classifiers in 96.3% of cases. This
strong alignment indicates that MD-Judge’s safety judgments
are consistent with the broader consensus of leading automated
safety-evaluation tools, establishing its reliability.
Benchmarking Against Human Annotation. We also conduct
a manual validation study. A random sample of 500 QA-
pairs are extracted from our experiments and annotated for
safety by the authors to create a human-labeled ground truth.
Against this sample, we evaluate the performance of MD-
Judge, Qwen3Guard, and WildGuard. The results are sum-
marized in Table V. We find that MD-Judge achieves strong

performance, with an F1-score of 0.868. Its performance is
highly comparable to the state-of-the-art Qwen3Guard model
(F1-score: 0.879). This confirms that MD-Judge is a reliable
and effective tool for evaluating safety.

Model Accuracy Precision Recall F1-Score

MD-Judge 0.852 0.853 0.884 0.868
Qwen3Guard 0.856 0.818 0.949 0.879
WildGuard 0.740 0.788 0.720 0.752

TABLE V: Performance of safety classifiers against a human-
annotated ground truth of 500 samples.

C. Selecting Target Characters

Gender Balancing. We note that as described in §II, most
platforms incorporate a mechanism to “isolate” characters
based on gender, i.e., when users first log in, they are prompted
to select their preferred gender, after which only characters
of the chosen gender are displayed, while others are hidden.
Therefore, we have manually balanced the representation of
genders, ensuring that the sample of 100 characters includes
approximately 50 characters under the male category and 50
characters under female category. Non-binary genders are not
considered in the balancing process, because on most of the
platforms, the “isolation” mechanism does not consider non-
binary genders. That said, the male-female categorization on
the platforms is somewhat ambiguous and does not always
exclude non-binary characters. This means that characters with
a non-binary gender can still appear under either the male or
female category, and thus, our selected characters can (and do)
include non-binary characters.
Variations in Sampling. For Character.AI and Dopple.ai,
since we cannot rank the characters by popularity, we need
to select popular characters from the “popular” list on the
page. While these are certainly popular characters, they may
not necessarily be the most popular ones. For TalkieAI, as we
are unable to rank the characters by popularity or access the
complete list of characters, we have taken steps to address this.
We have crawled over 10,000 characters from the platform’s
default listing and selected the top 100 characters that receive
the most chat messages (the platform shows the number of
messages each character has received) to be included in the
Popular Set.

D. Unsafety Scores without Correction

Figure 18 shows the overall unsafety scores without the
correction for O3: Adult Content.

E. Available Character Metadata

We collect the following metadata of the characters: (i) the
tags (noting that available tags can vary by platform) used
to describe the character, (ii) the plain text description or
introduction of the character, (iii) the opening scenario (i.e.,
at the beginning of the chat, there will usually be a paragraph
that sets the scene and provides background information for
the conversation with the character), (iv) the popularity metric
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Fig. 18: Overall unsafety scores without the correction for O3:
Adult Content.

(i.e., the number of chats or the number of chat messages,
as detailed in §II), (v) NSFW designation, indicating whether
the character is expected to generate NSFW content (this
mechanism is only supported on some platforms).

We note that NSFWLover does not have the tag mechanism.
Thus, the “tags” field is ignored for characters on NSFWLover.

Character.ai and TalkieAI do not have NSFW designation,
and all characters are not expected to generate sexual explicit
content. Thus, the NSFW designations of all characters on
these platforms are “False”. PolyBuzz, Joyland, NSFWLover,
Botify AI, and Dream Companion do not have NSFW des-
ignation, and all characters are expected to generate NSFW
content. Thus, the NSFW designations of all characters on
these platforms are “True”.

F. Determining Rejection
In certain instances, the LLM may outright reject to answer

an unsafe question. To ascertain whether an answer qualifies
as a rejection, we employ the same method outlined in the
original benchmark paper [23]. Specifically, the paper provides
a list of keywords that indicate rejection; if any of these
keywords appear in the answer, the answer is classified as
a rejection. The list of keywords can be found in Table VI in
the appendix. Additionally, some AI character platforms have
extra mechanisms to block or retract answers deemed unsafe
by their moderation systems. In such cases, we also consider
this as a rejection.

G. Annotating Demographic and Literary Features

Taxonomies for Demographic Features. Numerous previous
studies have demonstrated that demographic characteristics
can introduce biases and influence moral and value alignment
in LLMs. Therefore, we use the previous work as references.
Our framework (features and taxonomies) is adapted from
three previous studies [36]–[38]. Through manual investigation
and preliminary experiments, we have excluded features that
are typically not defined or described for AI characters (e.g.,
income level) and those that may overlap with literary features
(e.g., marital status). The taxonomies are initially generated by
an LLM based on the three previous studies. We then conduct
iterative preliminary experiments and manual verification on
a random subset of characters to refine the taxonomy until it
meets our satisfaction.
Taxonomies for Literary Features. We employ a similar
approach for demographic features. However, instead of re-
lying on previous research, our framework is informed by

I cannot I can’t
As a responsible AI I’m just an AI
It is not possible for me to I’m not able to
As a responsible and ethical AI I apologize
I strongly advise against As a ethical AI
It is not fair It’s not fair
It is not accurate It’s not accurate
It is not respectful It’s not respectful
It is not appropriate It’s not appropriate
No, it is a misconception to No, it’s not true
It is not accurate to I don’t think
I’m sorry I am sorry
I apologize As an AI
As a language model I’m just
As an Assistant I cannot
is illegal and unethical I do not
I’m really sorry unethical
not ethical illegal
not legal My apologies
If you have any other non-malicious requests but I cannot
I’m not able to provide I am really sorry
I cannot create I cannot support
I can’t provide I can’t assist

TABLE VI: Keywords to determine rejection.

books on novel writing and character building [39], [40],
[42]. Additionally, the space-related feature draws from two
other books [41], [43]. Through manual investigation and
preliminary experiments, we have eliminated features that
are generally not applicable or defined for AI characters
(e.g., character arcs). The initial taxonomies are generated
by an LLM based on the books. We then perform iterative
preliminary experiments and manual verification on a random
subset of characters to refine the taxonomy until it meets our
criteria for satisfaction.
Overall Prompt Structure. We designed a total of six prompts
addressing the following aspects: demographics, occupation,
space, intrinsic traits (personality), favorability, and relation-
ship. Each prompt consists of five components:

• Task: Description of the task and the context.
• Analysis Point: Description of the features (demographics,

occupation, space, personality, favorability, or relationship)
to be analyzed.

• Taxonomy: The taxonomy corresponding to the analysis
point.

• Input: The name, tags, description, and scenario of the
character.

• Output Format: The output format.

Due to space constraints, the complete prompt templates and
taxonomies are included in the extended version [70].

H. Distribution of the Characters’ Unsafety Scores

Figure 19 illustrates the distribution of character unsafety
scores across 16 platforms, alongside the black-box baseline
comparisons. Subsequently, we conducted a χ2 Goodness-of-
Fit test to test whether the characters’ unsafety scores within
platform follow the binomial distribution. The results show
statistically significant differences to binomial distribution for
all 16 platforms, with p-values less than 0.001.
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APPENDIX B
ARTIFACT APPENDIX

The artifact is the dataset of our benchmarking results. It
contains (i) the metadata of the characters; (ii) the bench-
mark questions and the corresponding answers obtained from
the characters; and (iii) the safety assessment results of the
question-answer pairs.

A. Description & Requirements

1) How to access: The dataset is available at https://doi.or
g/10.5281/zenodo.17826443.

2) Hardware dependencies: None.
3) Software dependencies: Software to process the Feather

File Format*, for example, Python with Pandas.
4) Benchmarks: None.

B. Artifact Installation & Configuration

Not Applicable.

C. Major Claims

The artifact submitted is the dataset, instead of the script
to perform the analysis on the dataset. The detailed process
how we construct the dataset can be found in Section III of
the paper. Our major claims regarding the dataset are:

• (C1): The dataset comprises 3,200 characters from 16
platforms, with 200 characters from each platform, along
with the corresponding metadata. (Evaluation: E1)

• (C2): The dataset comprises 160,000 questions, with the
corresponding answers generated by the the characters
and the safety evaluation generated by MD-Judge. Each
character is assigned 50 questions. (Evaluation: E1)

D. Evaluation

1) Experiment (E1): Check the structure and the number of
records of the dataset. We provide a Google Colab Notebook
with the script to perform the experiment.†

*https://arrow.apache.org/docs/python/feather.html
†https://colab.research.google.com/drive/1n5-uXxfKER2iFhpa8fQWiZtv

FHN3z-nn?usp=sharing

19

https://doi.org/10.5281/zenodo.17826443
https://doi.org/10.5281/zenodo.17826443
https://arrow.apache.org/docs/python/feather.html
https://colab.research.google.com/drive/1n5-uXxfKER2iFhpa8fQWiZtvFHN3z-nn?usp=sharing
https://colab.research.google.com/drive/1n5-uXxfKER2iFhpa8fQWiZtvFHN3z-nn?usp=sharing

	Introduction
	Primer on AI Character Platforms
	Method: Benchmarking & Data Collection
	Target Platform Selection
	Benchmark Dataset
	Measuring Each Platform
	Calculating the Unsafety Score.
	Character Metadata Collection
	Character Feature Annotation
	Baseline for Safety Comparison

	Safety Results (RQ1)
	Overall Safety Results
	Safety Results by Category

	Per Character Analysis (RQ2)
	Do Characters Differ in Terms of Safety?
	Analyzing Meta Features
	Analyzing Demographic Features
	Analyzing Literary Features

	Character Safety Prediction (RQ3)
	Model Training
	Evaluation Result
	Implications

	Related Work
	Conclusion
	References
	Appendix A
	Ethical Considerations
	Validating MD-Judge
	Selecting Target Characters
	Unsafety Scores without Correction
	Available Character Metadata
	Determining Rejection
	Annotating Demographic and Literary Features
	Distribution of the Characters' Unsafety Scores

	Appendix B: Artifact Appendix
	Description & Requirements
	How to access
	Hardware dependencies
	Software dependencies
	Benchmarks

	Artifact Installation & Configuration
	Major Claims
	Evaluation
	Experiment (E1)



