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Abstract—The immersive nature of XR introduces a funda-
mentally different set of security and privacy (S&P) challenges
due to the unprecedented user interactions and data collection
that traditional paradigms struggle to mitigate. As the primary
architects of XR applications, developers play a critical role
in addressing novel threats. However, to effectively support
developers, we must first understand how they perceive and
respond to different threats. Despite the growing importance of
this issue, there is a lack of in-depth, threat-aware studies that
examine XR S&P from the developers’ perspective. To fill this
gap, we interviewed 23 professional XR developers with a focus
on emerging threats in XR. Our study addresses two research
questions aiming to uncover existing problems in XR development
and identify actionable paths forward.

By examining developers’ perceptions of S&P threats, we
found that: (1) XR development decisions (e.g., rich sensor data
collection, user-generated content interfaces) are closely tied to
and can amplify S&P threats, yet developers are often unaware
of these risks, resulting in cognitive biases in threat perception;
and (2) limitations in existing mitigation methods, combined
with insufficient strategic, technical, and communication support,
undermine developers’ motivation, awareness, and ability to
effectively address these threats. Based on these findings, we
propose actionable and stakeholder-aware recommendations to
improve XR S&P throughout the XR development process. This
work represents the first effort to undertake a threat-aware,
developer-centered study in the XR domain—an area where the
immersive, data-rich nature of the XR technology introduces
distinctive challenges. 1

I. INTRODUCTION

With technological advancements, extended reality (XR) has
become increasingly accessible in various aspects of daily
life, offering immersive experiences that blur the boundaries
between physical and digital worlds. XR developers have been
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developing numerous XR applications which revolutionizing
how people learn, work, and interact. By 2025, the global
XR market is projected to reach USD 87.3 billion, with the
applications segment accounting for the largest share at 65%,
signaling significant growth in XR applications [1]. However,
the rapid expansion of the XR applications is a double-edged
sword, offering substantial benefits while introducing notable
security and privacy (S&P) risks [2].

The concerns related to S&P in XR applications—
encompassing augmented reality (AR), virtual reality (VR),
and mixed reality (MR)—require a dedicated investigation due
to their unique characteristics: (1) XR provides users with
unparalleled immersive experiences [3] by enabling innovative
interaction designs unique to spatial computing, such as life-
like avatar embodiment [4] and gaze-based or emotion-driven
interactions [5], [6]. These advancements introduced new
security concerns, including but not limited to XR side-channel
attack [7], [8], [9], immersive digital manipulation [10], [11],
[12], identity threats [13], and intellectual property threats
from blending real and virtual content [14], [15]. (2) XR inher-
ently requires an extensive collection of multimodal user and
environment data, such as gestures, gaze, voice, physiological
signals, location, and movement. The combination of these
data streams provides a granular, real-time representation of
users’ state, where prior studies [16], [17], [18], [19] have
shown that such fine-grained data opens up new avenues for
attackers to exploit XR systems and compromise user privacy.

The interaction designs and data collection channels in XR
are primarily determined by developers at the application level.
Since developers play a key role in creating these designs [20],
their design choices directly shape the S&P posture of appli-
cations. However, current XR research [21], [22] primarily
focuses on user-centered studies, aiming to understand the
S&P issues that users care about. Although existing studies
provide valuable insights from the user perspectives, they often
fall short in connecting S&P issues with the actual develop-
ment process and uncovering the key factors hindering S&P
development. Therefore, there’s an urgent need for dedicated
developer-centered studies to gain a deeper understanding of
the causes behind emerging threats in XR applications.
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(a) VR Keylogging Attack [8] (b) AR Perception Attack [10]

Fig. 1: Attack examples shown to participants (developers).

Specifically, developers’ awareness, misconceptions, atti-
tudes, and capabilities [20], [23], [24] in S&P can directly
affect their development decision. However, only a few studies
have examined S&P in XR development at a high level,
often focusing on general concerns rather than specific threats.
For example, Adams et al. [25] interviewed developers about
their general concerns and attitudes about XR S&P. These
studies only rely on developers’ subjective perceptions and
concerns, which limits the identification and exploration of
unknown unknowns—that is, situations where developers are
unaware of, or cannot systematically recall XR-specific threats
(i.e., threats introduced by XR interaction design or data
collection), and reflect on them within the context of their
app development. Given the emergence of diverse threats in
XR, dedicated studies are needed to investigate these threats,
examine how developers perceive them, and assess how these
threats affect XR development practices. The absence of a
threat-focused, developer-centered study makes it challenging
to understand: (1) the relationship between XR development
and the presence of different threats in XR applications,
(2) the challenges developers face in implementing effective
mitigation strategies, and (3) the ways to provide actionable
solutions to support developers in addressing these threats.

To address this research gap, our work takes an initial step
toward providing an in-depth understanding of how developers
perceive emerging threats and existing mitigation strategies in
XR, aiming to fill the missing but necessary knowledge to
handle both current and emerging threats. More formally, we
have two research questions:
RQ1: What are developers’ perceptions of emerging S&P
threats in XR?
RQ2: What are the developers’ perceptions of current mit-
igation practices and the support from the XR community?

To address the research questions, we conducted semi-
structured interviews with 23 professional XR developers. To
investigate developers’ perspectives on threats unique to or
amplified by XR, we curated and presented a diverse set of
sensitive data sources and attack scenarios (e.g., the attacks
illustrated in Figure 1). These examples, sourced from top-
tier conference publications, represent a broad and emerging
threat landscape in XR and enabled us to elicit developer
feedback. We then asked developers to reflect on the necessary

mitigations for these threats and the responsibilities various
stakeholders in the XR community should undertake. Follow-
ing the interviews, we conducted a qualitative analysis using
a bottom-up, open-coding approach to identify developers’
perceptions of different S&P threats and mitigation.

Our interviews reveal that developers recognize the impor-
tance of XR S&P but are hindered by awareness gaps and
unmet supports from the XR community. From developers’
perspectives on the presented threats (Section IV, V), we
identified factors that make it difficult for XR developers
to recognize potential S&P threats. They include suboptimal
practices caused by awareness gaps, sensitive use cases (e.g.,
the collection of rich sensor data from the user’s viewpoint),
and the tension between S&P and the immersive nature of
XR environments (e.g., increased potential for user misuse).
Furthermore, in Section VI, we found gaps in developers’
awareness of existing tools for threat mitigation, suggesting
that developers may still fail to take effective actions to protect
their users from known threats. We also observed that many
community solutions either reduce utility (e.g., blocking raw
camera feeds), rely on outdated documentation (e.g., Meta’s
API docs), or require external S&P experts—impractical for
XR developers, especially those at small companies with lim-
ited budgets. These external issues could exacerbate develop-
ers’ challenges for mitigation in XR development, awareness
gaps and suboptimal practices.

Our findings suggest that despite the growing number of
S&P threats revealed in academic research and threats occur
in real-world applications, XR developers face multiple chal-
lenges to keep up-to-date knowledge and promptly address
them in their actual development process. In Section VII, we
synthesize two core problems, awareness gaps and diffusion
of responsibility, and discuss how the emerging nature of
XR interactions and the user-experience-driven nature of XR
threats contribute to these problems. Following these insights,
we propose stakeholder-aware recommendations to enhance
S&P in XR.

We summarize our contributions as follows:

• To the best of our knowledge, we are the first to conduct a
developer-centered study exploring developers’ perceptions
(e.g., awareness, misconceptions, attitudes, and capabilities)
regarding diverse emerging threats in XR.

• We conducted 90-minute interviews with 23 professional
XR developers to identify contexts in which S&P threats are
considered important or amplified during XR development
(e.g., the amplification of sensitive data through immersive
designs, the collection of rich sensor data, unmoderated XR
social experiences, etc.).

• We further identified gaps in developers’ perceptions and
knowledge about existing mitigations and support, and then
proposed improvement directions from both developers’
and the broader community’s perspectives. These findings
highlight the urgent need for enhanced support in XR S&P
strategies, technologies, and communication.
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II. BACKGROUND AND RELATED WORK

A. Security and Privacy in Extended Reality (XR)

XR encompasses emerging technologies that deliver immer-
sive experiences, including Augmented Reality (AR), Virtual
Reality (VR), and Mixed Reality (MR). Recent research high-
lights that the unique characteristics of XR development make
it particularly vulnerable to S&P threats [26]. Specifically,
XR applications collect an extensive range of fine-grained
human data (e.g., motion, voice, and virtual behavior) which
often contains more granular and sensitive user information
than traditional applications. Breaches in XR also pose more
severe risks to user identity [27], [18], [16], surrounding
environments [28], [29], and typing information [30], [8].
XR environments also introduce new attack surfaces that
developers must consider when developing interactive designs.
Researchers have identified XR-specific problems with over-
looked design choices and specialized functionalities [8], [7],
virtual social experience [31], [32], [33], [34], [35], content
security [36], [37], [38], user perception [10], [11], [12],
side-channels [39], [9], and insecure implementations [40],
[41]. Moreover, there are only a few standards, policies, and
guidelines [42], [43] that address S&P in the context of XR
development. Although these policies provide suggestions for
avoiding basic security issues (e.g., identity, intellectual prop-
erty) and privacy leakage (e.g., location, financial information,
and personal preferences), they remain insufficient. They fail
to cover many XR-specific threats [14] and types of sensitive
data [26], and they lack an understanding of the relationship
between XR development and existing threats. Our work seeks
to address this gap by providing a deeper understanding of XR
developers, identifying S&P issues in XR development, and
offering actionable directions for S&P-aware XR development.

B. Developer-Centered Qualitative Study on S&P

While user-centered studies offer valuable insights into the
current situation, they lack an in-depth understanding of how
development processes contribute to emerging S&P threats. To
this end, research focused on developers’ perceptions—such
as their awareness, misconceptions, attitudes, and capabili-
ties—is essential, given developers’ central role in the software
lifecycle. Such developer-centered studies can better reveal
the causes of S&P issues and inform the creation of usable,
adoptable solutions. For instance, Acar et al. [20] argue that
researchers should consider developers in the S&P landscape.
Building on this, researchers have examined how developers
contribute to S&P issues, including their role in vulnerable
implementations [44], [45], opinions on privacy concerns [46],
[47], and perceptions of S&P documents [23], [48].

However, there is a lack of developer-centered studies
focusing specifically on XR S&P. A better understanding
of how threats in XR S&P affect development is needed to
identify existing problems and build stronger support around
the development process [49], [50]. Such support is currently
limited in XR, largely due to emerging threats associated with
new interaction designs in XR. Most recent XR S&P-related

studies primarily focus on users [21], [22], [51], [52] and
experts with notable experience and knowledge in XR [53].
While there is a general developer involved study [25] on
VR developers’ perspectives on S&P, it does not address
XR-specific threats, such as those related to XR interactions
and extensive data collection. Abhinaya et al. [51] examined
both users’ and developers’ perceptions of harassment in
XR, uncovering several key concerns. However, by focusing
exclusively on harassment, it does not compare or analyze
other S&P threats, which limits its ability to surface broader
development challenges, or offer actionable recommendations
for emerging risks from the developers’ perspective. A signifi-
cant gap remains, as none of these studies examine developers’
perceptions or responses to emerging XR threats, and the
challenges of designing S&P-conscious XR applications. As
previously discussed, this gap needs to be addressed to better
understand the causes of unique S&P issues in XR. To this end,
we summarized XR-specific threats from existing literature
and integrated domain expertise to conduct the first developer-
centered and threat-aware study, aiming to understand devel-
opers’ perceptions, the reasons behind those perceptions, and
to provide usable solutions.

III. METHODS

A. Recruitment

We recruited 23 professional XR developers with experience
in developing and distributing XR applications. Participants
were recruited by searching on LinkedIn using the keywords
of XR/VR/AR developers. We assessed their qualifications
by reviewing their LinkedIn profiles and personal CVs, and
directly contacted those who met our criteria. Participants were
required to have published at least one complete XR-specific
project on a public distribution platform (e.g., Meta Quest)
and to be currently employed as XR developers. Additionally,
we confirmed their XR experience by asking about their past
projects through an invitation email or message. Once their
experience were verified, we proceeded by inviting them for a
Zoom interview. Of the 412 qualified developers we contacted
(from June 2024 to June 2025), 34 participants signed up, and
23 ultimately participated in the study. The decision to finalize
the number at 23 was based on reaching saturation of themes,
where no new themes emerged from additional interviews. All
23 participants completed the main study (approximately 90
minutes) and were compensated $70 USD.

Participant Demographics: Among our participants, eight
identified as female, fourteen as male, and one preferred not
to disclose their gender. The group was relatively young,
with eight participants aged 18-25, eleven aged 25-35, three
aged 35-45, and one aged 45-55. Despite randomly inviting
all qualified participants we found online, most were young
males, reflecting the gender and age makeup of the XR
developer community, as observed in similar studies [54], [25].
Table I shows the information on our diverse participant pool.
Specifically, our participants have experience developing 15
types of XR applications across different domains. Moreover,
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our participants have published applications on 12 different
platforms. Among all of our participants, only two participants
have less than 1 year of experience, six have 1-2 years of
experience, eight have 2-5 years of experience, six have 5-
10 years of experience, and one has more than 10 years of
experience. Notably, two participants have contributed to XR
applications with over one million downloads.

B. Study Design

After recruitment, the study included a pre-study survey and
an interview phase. The pre-study survey collected partici-
pants’ demographic information, development experience, and
application publishing channels. The survey was completed
within three days prior to each scheduled interview.

During the main study session, we conducted semi-
structured interviews with each participant to gather informa-
tion on their development practices, perceptions of the threats
we demonstrated, and opinions on the XR industry’s security
and privacy (S&P). We assured participants of anonymity and
emphasized that our study aimed to address issues affecting
the entire developer community, not to test individuals.

This study was approved by the Institutional Review Board.
At the beginning of each study session, the interviewer briefed
the participants on the study goals and procedures and then
asked them to sign a consent form. The semi-structured
interview contains the following four modules:

Background Questions: The interviewer asked participants
about their XR development background, including training,
involvement in S&P design, experiences with S&P issues, and
perspectives on community practices. To elicit unique insights,
the interviewer tailored prompts using participants’ pre-study
survey responses (e.g., application details). Both prepared and
impromptu follow-up questions were used to explore topics
such as their role in S&P-related decisions.

Threats in XR: The second part of the interview aimed to
understand participants’ perceptions of S&P-related threats
in XR, including sensitive data, which we extended based
on [26] (Table II), data leakage channels (Table V), and
potential attacks. As detailed in Table III, we reviewed notable
and representative attacks documented in existing XR S&P
literature from top venues, classifying them as XR-related
(e.g., perception manipulation) or XR-amplified (e.g., social
attacks). Building on the definitions proposed in [55] and [14],
we organized these threats into categories for clarity and
demonstration convenience. Initially, we categorized them
based on primary attack purposes outlined in [55], then
refined the categorization by incorporating variations in attack
surfaces related to XR design choices and use cases.

We then presented these threats (e.g., perception, social
attacks in XR) to participants in two different orders (i.e.,
ascending and descending) to gather their feedback. Due to
time constraints, the demonstration included all threat cate-
gories but did not exhaustively cover every XR S&P threat
identified in the literature. However, as our aim was to explore
developers’ perceptions, we believe the selected examples

were sufficient and broadly representative for XR threats. After
the demonstration, the interviewer asked participants to reflect
on the threats regarding their practicality and importance.
The interviewer followed up with questions to assess their
comprehension of the content and ask for potential mitigation.

Mitigation and Best Practices: The third part of the interview
focused on understanding participants’ awareness of existing
mitigation strategies in XR and their perspectives on the
responsibilities of various stakeholders (e.g., policymakers,
users, platform providers) in the XR community. We compiled
tools and practices from existing literature into a slide deck as
provided in Table IV, asked developers about their awareness
of these mitigations, and presented explanations and examples.
We then asked participants to use the tools to address the
threats mentioned previously and assess their understanding.

C. Qualitative Analysis

In alignment with our two research questions, we con-
ducted a qualitative analysis of interview transcripts and screen
recordings using a bottom-up open coding approach facilitated
by MAXQDA. Following the best practices by Saldana [75],
our analysis involved two rounds of coding to ensure a
thorough examination and identification of key themes.

Three researchers independently analyzed four interviews
in the first round of coding to develop an initial codebook
through repeated transcript readings and iterative discussions.
Daily meetings were held to confirm, refine, and merge codes,
resulting in a preliminary codebook comprising 124 codes.
Building on this foundation, the researchers engaged in axial
coding analysis. This phase involved merging similar codes
and organizing them into overarching themes, providing a
structured framework to address the research questions.

Following the initial coding process, the task of coding
the remaining data was undertaken by three researchers using
the agreed-upon codebook. Each data sample was then coded
by a primary coder and verified by another researcher. Any
new codes emerging from this coding process were discussed
among all three researchers and incorporated into the code-
book upon reaching consensus. Following the recommenda-
tions of McDonald et al. [76], inter-rater reliability was not
calculated for the coding process as the primary objective
was to identify emergent themes rather than to seek coder
agreement. This approach allowed the researchers to remain
open to novel insights and patterns within the data.

The final codebook consists of 81 codes grouped into 18
themes. The complete codebook is provided in Appendix C.

Labeling Criteria: During our study, we analyzed the ratings
of user responses to understand the relationship between de-
velopers’ awareness and their threat perceptions. The primary
labeling was performed by an author with expertise in XR
S&P. To mitigate potential bias and ensure consistency, each
response was independently coded by a second researcher,
selected from a pool of three co-authors on the paper. The
second coder then discussed the labeling decisions with the
XR expert to reach an agreement. This approach reduced the
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TABLE I: Participant Overview – Years of experience in XR development, number of XR applications developed, the
categories and styles of developed applications, and the platforms where these applications were published and accessed.

ID XR Development YOE # of Apps App Categories App Style Publish Channel

P1 0-1 Years 1 Single player Education Meta
P2 2-5 Years 2 Single player Design, Action, Puzzle, Fitness Meta
P3 1-2 Years 4 Single & Multi-player Design, Education itch.io
P4 2-5 Years 12 Single & Multi-player Social, Action, Role-playing Apple, Meta
P5 1-2 Years 4 Single & Multi-player Design, Action, Role-playing, Puzzle Steam, itch.io
P6 1-2 Years 3 Single player Retail, Sport Snap
P7 5-10 Years 2 Single & Multi-player Social, Music Steam, Meta
P8 5-10 Years 5 Single & Multi-player Social, Event WebXR
P9 5-10 Years 7 Single & Multi-player Education, Healthcare, Action, Sport Meta, Steam, Pico, WebXR
P10 >10 Years 15 Single & Multi-player Social, Education, Retail, Design, Action, Sport Meta, Apple
p11 2-5 Years 4 Single & Multi-player Design, Action, Puzzle Spark AR
P12 2-5 Years 5 Single player Design, Action, Puzzle Meta, Apple, Google Play
P13 5-10 Years >40 Single & Multi-player Social, Education, Healthcare, Retail Meta, Directly to business
P14 1-2 Years 3 Single & Multi-player Social, Design, Action Meta
P15 2-5 Years 8 Single & Multi-player Education, Healthcare, Retail, Action Steam, itch.io
P16 2-5 Years 2 Single player Education, Healthcare, Relax Meta, Steam, Pico, itch.io
P17 0-1 Years 8 Single &Multi-player Social, Museum, Other itch.io
P18 5-10 Years 29 Single & Multi-player Social, Education, Healthcare, Design, Puzzle Steam, Apple, WebXR
P19 5-10 Years 2 Single player Education, Design, Social Meta, Apple
P20 1-2 Years 3 Single player Retail, Design Meta, Apple
P21 2-5 Years 6 Single player Education, Social AR Filter, Other Snap, YouTube, Instagram, Meta
P22 1-2 Years 3 Single & Multi-player Education, Social WebXR
P23 2-5 Years 20 Single player Education, Design, Action Meta

TABLE II: Sensitive data in XR we collected and summarized from the literature [26], [56].

No. Data Type Sensitive Information Examples

1 Motion-related data (e.g., motion tracking/gesture) [16], [18], [57] Identity, age, gender, physical state, biometric information, etc.

2 Voice data (e.g., microphone data) [30], [28], [58] Speech content, gender, biometric, etc.

3 Camera data (e.g., surrounding environment) [26], [59] Environment, personal information, identity, other person identity, etc.

4 Device related data (e.g., network/HMD) [39], [26], [40] Wealth, network, IP address, etc.

5 Spatial data (e.g., location/play area) [26] Wealth, identity, address, etc.

6 Health related data (e.g., heart rate) [56], [60], [61] Cognition, emotion, health, etc.

7 Biometric (e.g., eye tracking/gait) [62], [63], [64] Attention, identity, authentication related information, etc.

8 Observation (e.g., avatar/behavior) [8], [7] Age, gender, preference, health, emotion, etc.

9 Feedback (e.g., haptics) [65], [56] Virtual behavior, users state, etc.

risk of prejudice toward individual participants and improved
the reliability of the labeling process. The interrater reliability
scores are as follows: (1) awareness of attacks, we obtained
a Cohen’s Kappa of 0.812; (2) for awareness of mitigation,
the Cohen’s Kappa is 0.920; (3) and for mitigation quality,
the quadratic weighted Kappa is 0.827. These scores indicate
a high level of consistency among coders [77].
• Awareness of attacks: We classified participants as “Aware”

of an attack if they mentioned it without our prompt, stated
that they had considered such an attack before, or provided
additional examples of similar attacks.

• Awareness of mitigations: Participants were marked “Un-
aware” of a defense mechanism if they mentioned being
unaware of it or misused it for solving demonstrated attacks.

• Quality of developer-proposed mitigation: The researcher
rated the mitigation strategies proposed by developers on
a scale of three, where one indicates strategies that do not
make much sense, two indicates strategies that make some
sense but are missing important details, and three indicates

strategies that are well-thought-out or align with realistic
solutions adopted in the industry.

Threat Model: Our threat model focuses on (1) external
adversaries (e.g., network/system intruders, malicious XR
users, bystanders, or third-party API providers capable of
generating harmful content) and (2) careless developers who
may inadvertently introduce attack vectors or harmful content
to XR applications. We do not consider malicious developers
as we assume study participants do not have malicious intent.

During the presentation of each attack, we further dis-
cuss the specific attack channels and attacker capabilities.
For example: (1) Many XR platforms and applications (e.g.,
VRChat) allow user-generated content (e.g., custom rooms or
game objects), which—if not properly validated—can enable
content, perception, or physiology attacks. (2) Malicious third-
party API providers can introduce input, content, or software
side-channel attacks when their services are integrated without
proper vetting. (3) External adversaries may exploit hardware
vulnerabilities to manipulate sensor inputs or engage in ma-
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TABLE III: Security and privacy attacks in XR we summarized from the literature.

No. Attack Category Attack Targets Explanation

1 Shoulder Surfing Attacks Spy XR user [66], Spy on bystanders [67], etc. Recording without other people’s consent

2 Software Side-channel Attacks Infer keystroke [8], [7], re-identify user [18], etc. Exploiting functionality data as side-channel

3 Input Attacks Compromise input integrity [68], [69], [14], [70], DoS [71], [72], etc. Manipulating inputs to trigger dangerous operation

4 Social Attacks Harass another user [31], [32], [34], [35], social engineering [33], etc. Utilizing virtual social experience as attack channels

5 Content Attacks Overlay malicious content [36], [37], impersonate others [38], etc. Introducing malicious virtual content in XR

6 Perception Attacks Manipulate perception [11], [10], [12], manipulate memory [73] etc. Manipulating perception and memory

7 Physiology Attacks Introduce disorientation [11], introduce content dizziness [74], etc. Introducing motion sickness and discomfort

licious activities within social XR applications, leading to
shoulder-surfing, input-based, or social attacks.

IV. DEVELOPERS’ PERCEPTIONS ON PRIVACY IN XR

XR technologies typically involve a wide range of user
data, which introduces novel privacy threats. This section
explores developers’ perceptions of these threats, particularly
those arising from the unique characteristics of XR user data.
In our pre-study survey, developers rated privacy in XR as
highly critical, with a median Likert score of 6/7; only three
developers rated it 4 (moderately critical) or lower. With this
in mind, we further investigate our research question on devel-
opers’ perceptions of privacy in XR from three perspectives,
following the demonstration described in Section III-B:
• Developers’ awareness of sensitive data in XR
• Developers’ perceptions of sensitive data in XR on:

– What makes data overall more sensitive?
– What makes certain data perceived as less sensitive?

• Developers’ perceptions of leakage channels in XR on:
– What makes leakage channels overall more realistic?
– What makes leakage channels perceived as less realistic?
Additionally, we also analyze potential developer miscon-

ceptions at the end of this section. Understanding these per-
ceptions is essential, as their awareness, misunderstanding,
and capability directly influence their practices, application
designs, and protection mechanisms in XR [20], [23].

A. Developers have limited awareness of sensitive data in XR

When asked about the sensitive data types used or col-
lected in their applications—–prior to being introduced to the
definitions of sensitive data types and sensitive information
in XR (Table II)—–developers, on average, identified only
2.1 types of XR-sensitive data type (e.g., motion, biometric)
and 0.5 types of non-XR data type (e.g., email, password)
as being collected in their applications. This initial finding
raises concerns about whether developers’ applications indeed
collect only this limited set of data types or if developers fail
to recognize certain types of data as sensitive.
Developers come to realize that their applications collect
more types of sensitive data than they had previously
thought. After being presented with XR-sensitive data def-
inition, developers identified significantly more XR-sensitive
data types, recognizing an average of 4.8 types collected in

their applications and acknowledging protection needs. P3
reflected: “It makes you realize that some data that seems
pretty harmless is actually a lot more potent,” highlighting
potential risks from developers’ lack of awareness.

B. What makes data overall more sensitive in XR

After being presented with various types of sensitive data
(Table II) and their implications, developers were asked to rate
the sensitivity of each data type. From their ratings, we found
a median Likert score of 5.0/7.0. We analyzed their reasoning
and identified the key factors as follows.

Immersive interaction reduces the awareness of data leak-
age. P4, P12 and P23 mentioned that the immersive interaction
design in XR makes voice data more prone to leakage and
increases its sensitivity: “When you talk to people in VR, it
brings back the same feeling that you’re talking to people in
real life, so often people don’t have the expectation that they
are being recorded.” Additionally, P7 and P8 raised concerns
about unintentional self-disclosure in XR applications due
to non-intuitive interaction design. Informed by their prior
experiences in XR, P8 noted that this could increase the
sensitivity of voice and expressed an intention to incorporate
clearer notification mechanisms in his future applications as
mitigation: “I did not realize that they could hear me. There
was no point at which I was told or made aware of, or had
visual feedback on the fact that I had an open microphone.”

Advanced tracking sensors produce sensitive data with
greater details. P7, P8, P13-16, and P19-22 highlighted that
data collected in XR contain rich sensitive information, which
allows adversaries to infer user information. P13, a healthcare
XR developer, emphasized that XR technology amplifies the
sensitivity of data leakage in healthcare applications: “Because
this [XR] device involves a lot of activity and emotion express-
ing capability. Using the controller like with the phone, you
just use the vibration or some haptic features to identify things,
but XR can track my hand motion, and in future it can comes
with some sensor for your legs, or even if not, the sensors
available in the excess can still detect your leg movement
and the energy and the pace you move.” Similarly, P13 high-
lighted that XR camera data is more sensitive than data from
other devices as it provides more detailed information and is
physically attached to the users’ direct view. Considering the
sensitivity of the camera data, P8 mentioned that they would
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only collect this data for valid reasons and properly protect
(e.g., via encryption) in development.

The value of XR data incentivizes extensive collection and
surveillance. P7, P13, P14, and P19-21 further noted that the
economic value of the sensitive information inferred from the
data types collected in XR can drive XR headsets, applications,
and service providers to collect user data (e.g., camera and
spatial data.), significantly increasing the privacy sensitivity of
these data. P13 noted that scanning a room for guardian system
with an XR headset can leak data to the platform:“Where is
my room? Where is my couch? Where is my table? Where is
my TV? So this data definitely has a business value. Because,
let’s say most of the ADs now understand what we talk and
what I’m interested in, and based on that, they will publish
those ADs, right? ... at the same time, certain people are not
comfortable with sharing that information.” These concerns
align with findings in [40], [78], which show that data is
already being collected for profiling, analytics, and personal
advertisements in XR. More critically, P7, P8, P16, and P21
expressed concerns that headset providers or governments
could exploit camera and biometric data for surveillance
purposes since these data provide detailed information about
XR users and their private space (e.g., home).

Opaque XR infrastructures impede effective mitigation.
P4, P9, and P13 highlighted that XR devices are increas-
ingly being used for medical purposes, but the black-box
XR systems present challenges related to data protection and
compliance, thereby increasing the sensitivity of medical data.
P9 mentioned the challenges he faced when shipping his
applications with devices as a medical service, particularly in
meeting compliance requirements from government agencies
(e.g., VA) which require full visualization on collected data
in devices [79]: “The problems we have with the headsets are
that it is bytedance, or it’s Meta, HTC. There’s no open source.
But on the same day, you know, it’s like we’re following the
API callback to mainland China, ... We’re part of the VA, the
US government doesn’t want that.”

C. What makes certain data less sensitive

While developers generally perceive data as more sensitive
in XR, they still rate some data types as less sensitive (score <
4). we analyzed their reasoning and identified the key factors:

The perceived benefits tend to overshadow the risks of
privacy leakage. P4, P7, and P17 described a trade-off, clas-
sifying functionally essential XR data types as less sensitive
and prioritizing technical performance over privacy concerns.
P4 stated: “I think it’s sensitive, but it’s required for the
application to work. It’s hard to make a gesture-based game if
you can’t get the gesture.” Similarly, the importance of motion
data for enabling immersive experiences contributes to P7’s
perception of it as less sensitive: “If you want to exist in the
same place as somebody else. You’re gonna need to know what
their hands are doing with their bodies, and people voluntarily
add extra trackers to their bodies to have the avatar be
more realistic.” This contradicts the finding in [16], where the

connection between motion data and crucial XR operations
increases the potential to infer important information.

The insufficient knowledge of developers tends to obscure
the consequences of privacy leakage. P1, P2, P10, P13, P15,
P16, P18, P20, and P21 stated that they do not consider certain
data types (e.g., motion, feedback) to be highly sensitive even
after our demonstration, as they could not identify plausible
risks of sensitive information leakage based on their expe-
rience. For example, P7 mentioned: “I don’t think it’s super
sensitive. I think most kinds of data that you’re gonna get from
that, it’s like, Oh, this person whacked their controller into a
wall. And so there’s a wall there.” Moreover, P4, P10, P13, and
P16 admitted that they were not aware and had not previously
considered the potential consequences of using or collecting
feedback data (e.g., haptics). Therefore, they perceive feedback
data as less sensitive as P13 said: “So this is a very niche
and new thing, which we don’t know, because the applicant is
completely new, and people are still figuring out how to use.
It’s hard for me to say how much threat from my experience.”

D. What makes leakage channels more realistic in XR

After presenting potential sensitive data types and possible
data leakage channels, we collected developer feedback on
which channels are more likely in XR. We identified high
realism ratings with a median Likert score of 6.0/7.0. Analysis
of their reasoning identified the key factors as follows:

Prevalence of development misoperations due to technolog-
ical immaturity. P4, P6, P7, P9, P10, P12, P13, P16, and P18-
22 reported, based on their own experiences or those of XR
developers they worked with, developers tend to blindly rely
on third-party packages (e.g., Photon [80]) when developing
XR applications. For example, P12 noted: “It’s a fact that
people use APIs all the time without really knowing what’s
under it ... If you’re using Unity to build anything, you’re
gonna use a bunch of packages.” P7, P9, P10, P12, P13, P15,
and P16 also noted that insecure operations, as a data leakage
channel, are likely to occur in XR. P13 believes the immaturity
of XR technology and market makes this trend especially
concerning: “When it comes to the AR/VR set of things. It’s
still a maturing technology where a lot of freelancers, small
agencies, people from all sizes of teams, and backgrounds are
coming in. So, as I mentioned, no matter what the protocols
we bring in, at the end of the day. It’s a responsibility of
the developing team.” These threats stem from the current
landscape of the XR industry, which is largely composed of
individual developers and small enterprises [81]. This context
suggests that developers should be careful when using third-
party packages to avoid potential data breach.

Ease of self-disclosure by users in an immersive environ-
ment P1, P4, P5, P7, P9, P13, P14, P17 and P21 expressed
concerns that beyond intentional information sharing, XR’s
immersive nature can more easily lead to the unintentional
disclosure of private information (e.g., behavior patterns,
voice). For example, P17 noted that users may accidentally
leak private data and emphasized that developers should take
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responsibility for helping to protect them: “I am a firm believer
that users are stupid. So if you, if you have something, chances
are they will screw it up. Doesn’t mean it’s intended. But
there’s always something right?” P14 emphasized that such
misuse is more likely to occur in XR due to its immersive
interaction, which tends to encourage self-disclosure, aligning
with the findings in [82], [83]: “In VRChat. I think a lot of
times we are interacting with friends in a very natural way.
I wouldn’t pay extra attention to how I behave. So that data
could be very suggestive of who I really am.”

E. What makes certain leakage channels less realistic in XR

While developers generally agree with the presented leakage
channels as realistic, we identified cases where they give a
lower score (score < 4). To better understand the reasoning
behind these ratings, we classified developers’ perception of
leakage channels being less realistic due to:
The responsibility is not acknowledged in XR development.
P3, P6, P7, P9, P10, P13, P15, P16, and P21-23 mentioned
that they were unfamiliar with hardware-side channels for data
leakage. For example, P3 stated: “I am not too knowledgeable
about this one, so I’m giving a lower score.” Additionally, P16
believed that developers should not be responsible for it: “I
think that is possible. But I’m not really concerned about that.
And also as a developer, I can’t really do much about that.”
Similarly, P7, P15 and P17 suggested that this issue should be
addressed by XR headset providers and governments.
The belief that local XR applications are inherently secure.
When asked about the necessity of implementing protections
(e.g., encryption or secure data storage) to prevent XR data
leakage in their applications for the types of data demonstrated
in the study, P1-3, P6, P7, P10-12, P16 and P17 believed
that data handled by local XR applications (i.e., those without
network functionality or limited to single-player use) would be
inherently secure, and therefore would not require additional
security measures. For example, P11 commented: “I think it’s
just fine because it’s a local APP. So it only processes those
data and uses it, but doesn’t actually send it to anything.”

F. Analysis: Potential misconceptions on privacy in XR

Based on the developers’ perceptions above, we analyze and
summarize the following misunderstandings about XR privacy:
Misconceptions regarding data sensitivity. From Sec-
tion IV-C, we observed two common misconceptions: (1) the
belief that the data with higher utility is less sensitive, and
(2) the assumption that unfamiliar data is also less sensitive.
However, according to the GDPR [84] and widely accepted
research guidelines [85], [86], [87], any data that can be used
to reveal an individual’s identity or personal information (e.g.,
financial or health data) should be classified as sensitive and
protected using appropriate mechanisms (e.g., [27]).
Misconception on the data leakage channels. FromSec-
tion IV-E, we observed the following misconceptions: (1) Mis-
conceptions of assuming that mitigating data-leakage channels
(e.g., hardware side channels) is outside their scope. For

example, developers may believe this responsibility lies with
hardware teams or other stakeholders. However, prior work
emphasizes that software developers should play an active role
in preventing leakage, even when it originates in hardware. De-
velopers are encouraged to participate in co-design efforts and
implement software-level protections such as isolation [88],
[89], [90]. (2) The misconception that local XR applications
are inherently secure. While local applications may offer more
security than online apps, they remain vulnerable to leakages.
For example, through unsafe Android API calls, side channels
(e.g., rendering and motion), and insecure local storage [41].

V. DEVELOPERS’ PERCEPTIONS ON SECURITY IN XR

In addition to privacy threats, In this section, we explore de-
velopers’ perceptions and understanding of threats happening
in XR. Our pre-study survey reveals that developers generally
perceive security in XR as a critical issue, with a median Likert
score of 5/7. Among the 23 developers surveyed, only four
rated XR security <= 4 (Moderately Critical). Building on
these findings, we further investigate our research question on
developers’ perceptions of security in XR from three aspects,
following the demonstration in Section III-B:
• Developers’ awareness of security attacks in XR
• Developers’ perceptions of attack importance regarding:

– What makes attacks in XR overall more important?
– What makes certain attacks perceived as less important?

• Developers’ perceptions of attack practicability:
– What makes attacks in XR overall more practical?
– What makes certain attacks perceived as less practical?

Similar to the previous section, we analyze these responses
and highlight potential misconceptions held by developers.
We focus on these questions because developers’ awareness,
misconceptions, and capabilities directly influence the security
and mitigation they adopt in XR applications [20], [23].

A. Developers exhibited limited awareness of XR attacks.

Without our demonstration of the categorized XR attacks,
developers recalled an average of only 0.9/7.0 XR-specific
attack types listed in Table III. Furthermore, 6/23 developers
reported being unaware of any XR-specific attacks. These find-
ings suggest that, without reminders, developers may struggle
to adequately consider potential XR-specific threats during
the design and development of their applications. To better
understand this gap, we further investigate whether the lack
of awareness stems from developers never having encountered
these threats or simply needing a prompt to recall them.
Developers had never heard of many attacks prior to
our demonstration. Based on developers’ feedback and our
analysis (as described in Section III-C), developers had not
heard of 3.7/7.0 attack categories prior to our demonstration.
Moreover, only 10/23 developers were introduced to more
than half of our demonstrated attacks. Nevertheless, after the
demonstration, developers expressed that they gained new
insights into important attacks they did not consider but would
be helpful for their future development. As P9 remarked
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regarding the software side-channel attacks used to infer
keystrokes [8], “I’ve built keyboards in VR, and I will think
about the possibility of these attacks now.”

Developers’ attack awareness undermines their percep-
tions of attack importance and practicability. Developers
assigned lower scores to attacks that they did not know
before. To investigate how awareness influences perceptions,
we categorized ratings by attack awareness and applied Mann-
Whitney U-tests to assess significant differences. Our analysis
revealed a significant difference (U = 4245.5, z = −3.458,
p < 0.001) between developers’ ratings and awareness of
attacks. Developers rated known attacks higher median im-
portance score of 7.0/7.0 versus 6.0/7.0 for attacks they were
unaware of before. Similar to attack importance, for attack
perceived practicability, developers gave significantly higher
ratings to the attacks they were aware of (U = 5032.5,
z = −6.125, p < .001), with a median score of 7.0/7.0
compared to 5.0/7.0 for those they were unaware of before.

B. What makes attacks overall more important in XR

After being presented with various attack types (Table III)
and their implications, developers rated attack importance with
a median score of 6.0/7.0. We analyze their reasoning and
identify the key factors as follows:

Immersive experiences are considered highly personal. P2,
P8-10, P12, P14, and P16-22 noted that attacks like social
attacks are particularly important because XR experiences are
highly personal. P12 stated: “It’s a completely different feeling
when people are in your personal space, you’re using voice
and you can hear them, you can talk to them, you can see their
hands. It’s very different than a social media app that you can
ignore on a screen ... I think the damage can definitely be a lot
more than other media, like I had a kid that came up to me and
just sneezed in my face, and I felt so disgusted, I know, like it’s
virtual, and it was like: dude. Get away from me.” P12, P14,
and P22 emphasized that social attacks, from these previous
negative experiences, can be highly disruptive and should be
mitigated in both their application and other multiplayer XR
applications. As P22 noted: “Especially social XR platforms
like VRChat, at least consider it as part of the game’s design.”

XR functionalities may negatively impact the large user
population. P6, P10, P19, P22 and P23 identified attacks as
important due to potential large-scale sensitive information
leakage from the community’s perspective. As P6 stated about
the shoulder-surfing attack using XR devices: “This sounds
like a very big issue. Because you know AR glasses are coming
soon right? By a bunch of companies, or you know what, a
lot of them have already been around. I think mass adoption
is going to be coming within the next couple of years.”
Similarly, without hesitation, P4, P6, P7, P9-11, P16, and P21
believed social attacks are the most important attacks in XR
because they affect a large number of users. To avoid similar
threats happening in their applications, developers stated that
they would actively consider more of these attacks during
implementation. For example, P20 mentioned their efforts

to reduce the risk of social, physiological, and perceptual
attacks:“That’s why we’re always trying to consider that in
our design. And we’re gonna do a lot like testings internally
before we bring it to test down users.” Moreover, P8, P15, P16
and P18 mentioned that developers are worried that negative
experiences caused by these attacks could drive users away.
XR applications are beginning to carry out higher-risk
activities. P3, P4, P7, P8, P13, P14, P16, and P21-23 indicated
that attacks like side-channel attacks could be used to infer
sensitive user information during higher-risk activities in XR,
such as password entry, private behaviors, conversations, or
other personal details, making these attacks especially impor-
tant to consider in XR development. P16 commented: “Those
can track a lot more physical data, and also your health data,
and even the like. Your motions, signatures, or even capture,
if you have certain injuries.” Similarly, P13 mentioned that
this threat will become more severe in the near future as
higher-risk operations, such as banking, are introduced in XR.
Developers and the XR community should prioritize their
focus on protecting data used in these higher-risk applications.
The immersive nature of XR makes mitigation more
challenging. P6, P16, P19, and P22 believe that attacks are
more important in XR as they are harder to mitigate for
developers, which aligns with [91]. P6 used social attacks
as an example: “You probably aren’t able to do real-time
voice detection.” Similarly, P16 commented: “I think it is very
important ... I also think it’s difficult to moderate, most things
like Rec Room, they’re unmoderated experiences.”

C. What makes certain attacks less important in XR

While developers generally perceive attacks as important in
XR, they consider some attacks less important (score < 4).
We analyzed their reasoning and the key factors as follows:
Users are capable of performing mitigation. As highlighted
by P3, P7-9, and P14, physiology attacks can be perceived as
less important since users can simply remove headsets or close
their eyes for mitigation instead of implementing mitigation
during the development process. For example, P8 mentioned:“
I think it’s too easy to just take off the headset. It’s not like
I’m holding you hostage or anything.” Similarly, P7 mentioned
that closing eyes can also prevent these attacks. However, this
shifts the burden of mitigation onto users, which contradicts
recommendations for preventing physiology attacks [71], [92].
Certain attacks are perceived as applicable only within
specific XR environments. P4, P6, P7, P10, P16, P17, P20,
and P21 mentioned that they consider certain attacks less
important when they believe those attacks are only effective
under certain circumstances. For example, P4 commented
on physiology attacks: “I think the damage is more or less
minimal because it’s impacting an individual user ... in most
cases it’s more so harmless and just a Disney effect.”

D. What makes attacks overall more practical in XR

Similar to the process of evaluating attack importance, we
asked developers how practical the attacks were and identified
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a median Likert score of 6.0/7.0. We analyzed their reasoning
and identified the key factors as follows:
XR provides stealthiness and flexibility through hardware
and immersive technology. P6, P8-10, P13, P14, P16, P19,
P21 and P22 perceived attacks (e.g., shoulder-surfing attacks)
as practical because of their stealthiness to perform attacks
when comparing XR to other mobile devices. P13 mentioned:
“If you’re using a mobile or a camera. People at least will get
an awareness, right? Somebody is trying to steal something
from me. Different cameras again, it’s hard. But this one is
like an easy option for a threat, and hard to identify, for the
person who is being watched.” Moreover, P6, P8-10 and P16
mentioned that social attacks are more flexible in XR, making
them more practical from a technical perspective. Based on
these experiences, P16 and P19 emphasized that they want to
contribute to mitigation for better user education and improved
notification systems by developers and platforms.
Encouraging user-generated content in XR may enable
adversaries. P4, P9, P16 and P22 noted that since XR
environments encourage users to create their own content (e.g.,
game rooms), the likelihood of physiology attacks increases.
P4 noted: “I think in VRChat, you can throw a flash bomb
to introduce seizure...We rely on the users to like deal with
this. Platform allows these kinds of behaviors.” P4 was also
concerned with content attack introduced by user-created
content: “That’s actually one of the things we tried to prevent
when we’re doing an event on Horizon, because the user can
just jump on stage or show models or images that’s not great.”
Considering this issue, P4, P16, and P22 have mentioned
the need in their applications for better access control and
moderation tools to mitigate malicious user-generated content.

E. What makes certain attacks less practical in XR

While developers mostly agreed attacks were practical,
some gave lower scores (< 4). We analyzed their reasoning
and identified the key factors as follows:
Execution of attacks requires significant technical exper-
tise. P10, P12, P15, P17, and P23 mentioned that attacks,
such as perception and input attacks, are technically difficult in
XR, making them less practical. For example, P15 highlights
perception attacks: “You need a lot of technical know-how to
be able to manipulate boundaries like that.” Similarly, P4, P7,
P9, P15, and P16 noted that conducting input attacks requires
technical expertise in XR or an understanding of users’ states.
User-experience oriented attacks are perceived as less mo-
tivating. P6, P8, P13, P14, P16, P17, P21, and P22 mentioned
that attacks (e.g., perception attacks), seem less motivating for
attackers, as they primarily target user experiences rather than
direct benefits, making them impractical. As P6 commented:
“You can’t really gain anything from this. Aside from harming
people, basically like you can’t earn money from it right?”

F. Analysis: Potential misconceptions on security in XR

Based on the developers’ perceptions above, we analyze and
summarize the following misconceptions about XR security:

Misconceptions on attack importance. From Section V-C,
we identified the following misconceptions: (1) considered
that attacks that can be mitigate by users as less important
in development. While users can sometimes mitigate attacks
(e.g., removing a headset during a physiology attack), de-
velopers should not shift the responsibility to users. Instead,
they should implement robust defenses, especially when users
may be unaware of potential threats. This view is supported
by [93], [94]. (2) Misconception that the attacks only affect
specific groups (e.g., physiology attacks on individuals with
seizures) are less important. Developers should not overlook
these risks. All users should be considered equally in security
design, especially when user safety is at stake [95].
Misconceptions on attack practicability. From Section V-E,
we identified the following misconceptions: (1) Attacks with
technical complexity are perceived as less practical. A more
rigorous approach to assessing attack feasibility involves using
a threat model that assumes attackers possess the necessary
skills and have reasonable access to relevant information [96].
(2) Developers may underestimate attacks due to a lack
of appreciation for attacker motivations. Specifically, they
may overlook user experience–oriented attacks, assuming they
are less likely. However, as XR technology is increasingly
deployed in critical domains such as the military [97] and
healthcare [98], these types of attacks remain both feasible and
attractive to adversaries. Moreover, all user deserves full pro-
tection, as emphasized in ethical development guidelines [99].

VI. DEVELOPERS’ PERCEPTIONS ON CURRENT
MITIGATION PRACTICES AND SUPPORTS ON XR S&P

After examining developers’ perceptions of S&P threats
in XR, we aim to understand whether they are capable of
addressing these threats with appropriate mitigation strategies.
Based on developers’ responses to threats and our questions,
we address our second research question by summarizing the
findings that answer: (1) What are the limitations of the current
mitigation practices for XR S&P threats? (2) What are the
missing supports in current mitigation practices for XR S&P
threats? Specifically, we present insights on these questions
from the perspective of both the developers and the broader
XR community (i.e., other stakeholders). This is important
because we aim to identify the limitations of current mitigation
practices and address existing problems. Moreover, we seek to
understand how other stakeholders in community can better
support developers in ensuring S&P.

A. Limitations of current practices

As a first step, we identified limitations in proposing
mitigations, awareness of existing mitigation practices, and
perceptions of those practices provided in XR communities.

Developers lack the ability to propose effective mitiga-
tion strategies. After demonstrating each attack, we asked
developers to propose a mitigation strategy and evaluated their
responses using the criteria described in Section III-C. Devel-
opers sometimes provided impractical or unclear mitigation
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strategies. Additionally, developers’ awareness of attacks in-
fluenced their ability to propose effective mitigation strategies.
We conducted a Mann-Whitney U-test to compare mitigation
scores between the two groups. Developers provided signifi-
cantly better mitigation for attacks they were aware of, rating
familiar attacks higher (U = 3956.5, z = −2.48, p < .01).
Many developers are unaware of existing policies and
standards that inform best practices for privacy in XR.
12/23 developers were unaware of the GDPR [84], and 14/23
were unaware of the CCPA [100], both of which are relevant
to S&P in XR applications. Moreover, none were aware of
XR-specific standards such as Rosenberg et al. [43].
Developers are unaware of existing mitigation practices
for XR. When presented with mitigation tools for S&P in
XR development, developers noted that they were unaware of
some of these tools but believed these tools could be helpful
in addressing S&P challenges in XR. For example, 14/23
developers reported unfamiliarity with program analysis tools
(e.g., Ghidra [101] and Roslyn [102]) used for detecting vul-
nerabilities, and 14/23 were unfamiliar with existing system-
or game-engine-level protection methods (e.g., Arya [103]).
Existing mitigation sacrifices utility in exchange for S&P.
P3-6, P12-14, and P21 expressed concerns that existing privacy
mitigation practices (e.g., restricting access to camera feeds)
constrain developers’ creativity and limit the potential of XR
applications. P6 noted: “They don’t provide any access to the
camera and information at all, It really limits what you can
develop as a developer.”
Platforms need to improve the S&P checking process
for application publication. Developers highlighted that all
current platforms publishing S&P policies need improvement.
In our study, 14/23 participants had published applications on
the Meta Quest platforms. Among them, four reported that
their submissions did not undergo a detailed review of S&P,
and five recommended that Meta enhance its review process
by implementing more rigorous content checks and providing
clearer feedback, guidelines, and documentation. Compared
to Meta, fewer developers in our study (6/23) had published
on the Apple platform. However, the satisfaction rate was
slightly higher: only two of these six developers believed that
Apple could benefit from stricter reviews or more developer
guidance, while the remaining four considered Apple’s policies
to be adequate. Additionally, P11, P15, P19, and P22 observed
that S&P requirements are largely absent on other distribution
platforms (e.g., SideQuest, itch.io, and AR platforms).
Disclosure and feedback on S&P problems is not sufficient.
P1, P4-10, P13-16, P19, and P22 emphasized the importance
of timely disclosure of S&P issues to ensure effective mit-
igation, but noted that such disclosure is largely lacking at
present. To address this problem, developers called for the
establishment of more testing and disclosure channels—both
formal (e.g., beta testing, bug bounty programs) and infor-
mal (e.g., app reviews, user comments)—to help identify
implementation and design flaws related to S&P issues. For
example, P15 noted that collaboration and disclosure among

developers was invaluable in his previous XR development
projects at larger companies. “Have developers that are all
working on like VR or XR in general, when you publish it,
and they all test it, and tell you what’s good, what’s not,
and then you fix that... We need dedicated developer-focused
forums, similar to Reddit, to gather feedback from experienced
developers. This feedback can help you refine your application
and enhance its privacy compliance.” Moreover, P13 called for
additional tests from users for S&P issues in their applications
and help uncover previously unknown problems.“I would like
users to be open about the issues they are facing. However,
I haven’t gotten any feedback provided by my end users
regarding the protection mechanism used in the application.”

Regulations and best practices for XR are impractical or
outdated. P1-11, P13-16 and P21, P22 expressed frustration
with existing guidelines and documentation in XR by describ-
ing them as consistently difficult to follow. They characterized
these resources as overly lengthy, frequently updated, and oc-
casionally inaccurate which is largely attributed to the current
stage of the XR industry. P16 also noted that this issue stems
from the suboptimal practices of industry-leading platforms:
“Meta is the biggest vendor out there, and they have so much
old documentation mixed with new documentation. Oftentimes
it is impossible to know what is current, and sometimes even
the current stuff is not well documented.”

B. Absence of supports from the XR community

In addition to the limitations of existing solutions, devel-
opers’ suggestions for mitigating threats and other suboptimal
practices in XR (e.g., outdated documentations) revealed the
lack of support within the XR industry. We categorized these
needs into three groups demonstrated below:

1) Strategic Support: From the developers’ response, we
identify a need for strategic support (i.e., the provision of
guidance or resources) as follows.

Better support for developers to address economic and
utility concerns in S&P-aware XR development. P2, P6-
10, P12, P13, P15-19, and P21 highlighted that the tension
between utility and security is fundamentally rooted in the eco-
nomic constraints of XR development. P7 remarked:”Security
is definitely something we want to consider sooner rather
than later, but it’s essential to have more cost-effective solu-
tions.” Moreover, as previously discussed, developers called
for strategies different from existing ones (e.g., blocking
the camera feed) that do not compromise utility. P2 and
P11 also emphasized the need for strategic support to bal-
ance the economic needs of smaller companies with S&P
in XR:“[Companies/Policymakers] should reward developers
that demonstrate greater responsibility toward the technology,
to encourage them to build a compliant application.” P5, P7-
9, P16, and P22 also emphasized the need for community to
provide external S&P experts, which developers can not afford.

Better guidance for best S&P practices in XR. After
demonstrating the threats, P1-3, P5-13, P15, P16, and P22
emphasized the need for guidance and professional resources
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to address emerging attack surfaces in XR. For example, P5
and P16 highlighted the responsibility of industry leaders
(e.g., Meta, Apple) to provide accessible resources such as
checklists, templates, tutorials, and consulting services to
support developers, particularly junior developers, in S&P
practices such as privacy policy drafting. Moreover, developers
found that general S&P policies (such as GDPR and CCPA)
were often tedious, costly to implement. For example, P8
mentioned:“The biggest problem I have with the GDPR is
that it’s so annoying that I would beg to have it go away.”
Moreover, P20 mentioned that many requirements might not
be suitable for XR:“I don’t made any experience that’s telling
the people ahead that we’re tracking your motion data because
that’s kind of ruins the magic of the [XR] experience.” Based
on this, P2, P4, P6, P8, P11, and P18-22 called for more
XR-specific regulations to address the unique use cases (e.g.,
notification, immersive social experiences) in XR applications.
Better consideration for underrepresented groups. All
female developers (P1, P11, P18, and P19), raised concerns
about insufficient support in XR for underrepresented groups.
P11 pointed out that physiological attacks disproportionately
affect women, since many XR testing focus primarily on
male participants, and called on developers to address this
imbalance. This mirrors our finding here that only female
participants flagged these issues. P19 described having ex-
perienced social attacks: “I got attacked a couple of times,
especially when your avatar is a woman or a minor” and
urged stronger anti-discrimination measures and requirements
in social XR experiences. Besides the worry of female de-
velopers, many developers (P6-13, P16, P17, P19, P21, and
P23) emphasized that current XR platforms lack adequate
protections for children, underscoring the urgent need for
age-appropriate security safeguards in the XR community.

2) Technical Support: Developers also called for stronger
technical support as follows:

Moderation tools: P2, P5, P8, P9, P11, P13, P14, P16, P17
and P19-22 requested moderation tools (e.g., vision-based) for
content and user behavior management in XR applications.
P13 specifically highlighted the need for integrated moderation
tools to block malicious content.

I/O processing tools: P2, P6, P7, P8, P10, P11, P14, P16,
and P19 emphasized the need for input/output processing tools.
For instance, P6 suggested differential privacy-based automatic
blurring as an output processing method for mitigating shoul-
der surfing attacks, while P8 highlighted that input checking,
such as packet inspection can help prevent input attacks.

User education and notification systems: P1, P4, P6-10, P13,
P16, P17, and P19-22 emphasized the need for improved user
education and notification systems as a technique to mitigate
content, social, shoulder-surfing, input, and physiology attacks.
For example, P16 stressed the importance of implementing an
interaction design to notify users of content attacks.

3) Communication Support: Developers also identified
gaps in communication support as follows:

Communication for developers to understand XR S&P
knowledges. P1, P2, P4, P5, P7, P11-13, P16, and P18-22
stressed the importance of providing more threats knowledge
with clear guidance on S&P in XR development. P2 high-
lighted: “When I see, like XR related posts it’s always about.
Oh, what’s the new tech like AI and stuff like that? But it’s
never about like security. So I think, having the community
participate and educating everyone about it, and then giving
suggestions.” Moreover, all developers hope researchers could
share findings promptly and educate the broader community
through accessible channels (e.g., online tutorials and devel-
oper summits). P1, P2, P8, P15, and P19 also mentioned the
need for more communication channels dedicated to S&P. The
absence of such channels may also contribute to the existing
communication problems (e.g., disclosure on S&P issues).
Communication for technical transparency (P2, P4, P5, P6,
P7, P8, P9, P11, P12, P13, P14, P16 and P19). Developers
expressed concerns about the lack of communication on tech-
nical transparency in the XR ecosystem, particularly regarding
the black-box nature of third-party APIs (e.g., Avatar SDK,
XR Tracker), which they feared could introduce S&P risks.
Participants emphasized the need for clearer communication,
reliability, and openness from third-party providers.

C. Analysis: Misconceptions on the supports for S&P in XR

Although most perceptions of unmet needs are valid, our
analysis also identifies the following misconceptions.
Misconceptions on policies and standards. Developers mis-
takenly believe that there are no XR-specific S&P policies or
standards. While we agree that developing more XR-specific
S&P policies is beneficial, as discussed in Section VI-A,
there are already some initial efforts in this area. Addressing
developers’ lack of awareness of existing policies is also a
crucial part of the problem [84], [100], [43].
Misconceptions on technical support. Developers also mis-
takenly believe that there are no usable tools for mitigating the
proposed threats (e.g., content attacks). While we agree that
additional tools are needed to address XR S&P threats, there
have already been initial efforts and tools made available to
developers [27], [101], [102]. However, a lack of awareness
among developers about these existing mitigation tools signif-
icantly limits their effectiveness.
Misconceptions on communication. Besides, developers hold
the misconception that there are no usable communication
channels for XR S&P. While we agree that more commu-
nication channels and feedback mechanisms would be ben-
eficial, there are existing platforms—such as forums [104],
[105], [106] and conferences [107], [108]—that already serve
this purpose. Developers should proactively engage in S&P
discussions through these channels, participate in bug bounty
programs, and follow up with users to close the feedback loop.

VII. DISCUSSION

In this work, we investigate how developers perceive and
reason about real-world XR S&P threats. By examining
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their perceptions of the sensitivity, realism, importance, and
practicality of threats, we uncover gaps in development (see
Section IV and V) and highlight key factors (see Section VI).
Moreover, our comprehensive study reveals two common
misconceptions: (1) awareness gaps regarding XR threats,
and (2) diffusion of responsibility when discussing mitigation
practices for XR threats. In this section, we further examine
the consequences of these misconceptions, analyze their un-
derlying causes, and propose corresponding solutions. We also
discussed the limitation and future directions in Appendix A.

A. Awareness gaps due to the rapidly evolving nature of XR
interaction technologies.

In Sections IV-A, V-A, and VI-A, we identified significant
gaps in developers’ awareness of emerging XR threats, ex-
isting mitigation tools, and support resources (e.g., reward
programs [109], guidance [110]). These awareness gaps lead to
normalcy bias—developers tend to assume the threats as safe
because they are unaware of potential risks (e.g., perception
attacks are widely underestimated, especially in high-stakes
contexts like military or medical XR) [111], [112]. This un-
derestimation reduces developers’ motivation and capacity to
implement mitigation, increasing the likelihood of suboptimal
practices such as insecure interaction designs (e.g., poorly
considered voice control in immersive contexts) and missing
safeguards (e.g., unmoderated social XR). As noted earlier,
developers identify these factors as amplifying XR threats.

We believe that this awareness gap exists due to the
emerging nature of XR interaction technologies, where threats
are closely tied to new interaction designs, especially the
new modalities of data (e.g., motion, voice) and the heavy
reliance on them to fully enable basic interactions in XR,
rendering an inherent and difficult privacy-utility tradeoff.
Knowledge about these emerging XR threats and mitigation
support is difficult for developers to access because it evolves
rapidly and is scattered across various sources. Unlike mature
platforms such as mobile or PC, where established guidelines
are readily available (e.g., [113], [114]), XR S&P findings
are typically shared through academic publications, industry
reports, or informal developer-to-developer communication,
requiring developers’ active engagement.

Hence, we advocate for the development of standardized
communication channels for XR developers [115], [116],
especially those integrated into tools that support the normal
development workflow (e.g., IDE), as prior research in the
mobile context suggests that these just-in-time reminders con-
textualized in the app implementation help raise developers’
awareness and encourage the adoption of secure and privacy-
preserving designs [117]. We argue that it is important to em-
power developers to proactively follow emerging XR trends,
engage in community discussions, and utilize existing channels
(e.g., forums [118], feedback systems, and app reviews) to stay
informed of new threats and mitigation supports.

B. Diffusion of responsibility due to the user-experience ori-
ented nature of XR threats.

From developers’ perceptions on threats and mitigation
(Section IV,V,VI), we identified a trend of diffusion of respon-
sibilities [119] (i.e., the tendency to assume that addressing XR
S&P issues is someone else’s responsibility). For example, de-
velopers suggested that users can mitigate physiology attacks
by removing the headset, a problematic stance that disrupts
the user experience and shifts both responsibility and risk
onto users. Although users and platform providers also share
responsibility, developers play a crucial role in collaboratively
addressing these risks [120], [121].

We believe this diffusion of responsibility is especially
pronounced in XR because threats (e.g., physiology attacks
that induce motion sickness) span both hardware and software
domains and directly impact the users’ body and mind [122],
[14]. Unlike traditional exploits (e.g., remote code execution)
that map cleanly onto traditional vulnerability taxonomies,
XR threats often look like UX, hardware, or platform issues,
causing a misalignment in developers’ mental models for
threat identification and mitigation. Notably, although major
platform providers develop built-in S&P protection, empha-
sizing considerations such as data minimization, transparency,
control, and on-device data processing [123], they are in-
evitably limited to relatively coarse-grained mitigations. For
instance, although Apple Vision Pro confines camera and
sensor inputs (e.g., eye-tracking) to on-device processing, an
application-level gaze-driven UI still reveals where users are
looking through button selections—effectively leaking the eye-
tracking data [124]. Failing to effectively engage developers to
mitigate threats represents a missed opportunity to appropri-
ately balance S&P considerations with the nuanced demands
of functionality and the complexities of social contexts.

We advocate for the development of a practical industry
framework for XR that clearly assigns ownership of emerg-
ing threats to designated stakeholders and provides S&P
checklists for each threat. This approach has proven effective
in encouraging responsible development in other domains,
such as the Web [125], mobile [126], and IoT [127]. While
there have been initial efforts in this space (e.g., XRSI’s
recommendations [110]), our findings highlight a pressing
need for: (1) more detailed practice guidelines that address
real-world threat scenarios encountered in XR (e.g., social
harassment [128], motion as a side channel [8]), similar to
the OWASP Top Ten [125] in web development; and (2)
accompanying enforcement mechanisms to motivate secure
development practices (e.g., incentives or penalties from poli-
cymakers for S&P, additional testing support from users, and
auditing tool development from researchers and organizations).
Such an approach is critical for fostering greater awareness
among developers about their S&P responsibilities and for
motivating proactive ownership of XR threats.

VIII. CONCLUSION

In this work, we conducted an interview study with 23
professional XR developers to investigate their perceptions and

13



responses to threats and mitigation in XR development. This
study represents an initial effort to address XR S&P issues
through a developer-centered, threat-aware perspective. Our
findings reveal that developers recognize XR S&P risks as
closely tied to, and often amplified by, development decisions.
However, there is limited awareness of these issues among
developers, compounded by a lack of strategic, technical, and
communication support from key stakeholders within the XR
community. To address these issues, we analyzed developers’
reasoning around threats and mitigation strategies to uncover
existing problems in XR development and propose actionable,
stakeholder-aware solutions. Our proposed future directions
clarify responsibilities for key stakeholders and encourage
stronger collaboration across the XR ecosystem. The insights
from this study offer valuable directions for future research
and practical advancements in XR S&P.
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M. Pabiś-Orzeszyna, and P. Kobyliński, “Behavioural biometrics in
virtual reality: To what extent can we identify a person based solely
on how they watch 360-degree videos?” in ISMAR-Adjunct. IEEE,
2022.

[18] V. Nair, W. Guo, J. Mattern, R. Wang, J. F. O’Brien, L. Rosenberg,
and D. Song, “Unique identification of 50,000+ virtual reality users
from head & hand motion data,” in USENIX Security, 2023.

[19] C. Slocum, Y. Zhang, N. Abu-Ghazaleh, and J. Chen, “Going
through the motions:{AR/VR} keylogging from user head motions,”
in USENIX Security, 2023.

[20] Y. Acar, S. Fahl, and M. L. Mazurek, “You are not your developer,
either: A research agenda for usable security and privacy research
beyond end users,” SecDev, 2016.
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APPENDIX

A. Limitations and Future Work

Since our study involve demonstrations of XR risks, there
is a potential for bias in developers’ perceptions of S&P.
However, this is unavoidable as our aim was to capture their
views on broader XR S&P threats, despite possible gaps in
their knowledge. It is also a common practice for research in
threat-aware developer studies on other platforms [129], [130].

Our work takes the first step towards understanding devel-
opers’ perceptions and challenges for building S&P-friendly
XR apps. There would be many valuable future directions
building on top of our work, such as vetting developers’ actual
implementations for potential S&P issues, and development
frameworks that support S&P-by-design XR developments.

B. Labeling Criteria and Examples

We provide additional details to elaborate on our labeling
criteria from Section III-C.
Awareness of attacks: Participants were labeled “aware” if
they met any of the following criteria; otherwise, “unaware”.
(1) Proactively mentioned attacks, e.g., discussing social at-
tacks or experiences before the demonstration of this attack.
(2) Proactively provided additional or similar examples during
demonstration, e.g., mentioning user-generated light bombs
triggering seizures (physiological attack).
(3) Clearly stated familiarity during or after demonstration,
e.g., sharing shoulder-surfing experiences or knowing devel-
opers with mitigations for physiological/social attacks.
Awareness of mitigation: Participants were labeled “un-
aware” if they met either criterion below; otherwise, “aware”:
(1) Explicitly stated unawareness or requested details dur-
ing/after presentation, e.g., first-time hearing about mitigations
like program analysis, or asking for resources.
(2) Misused tools in the matching task, e.g., suggesting
Ghidra [101] (static analysis) for dynamic social attacks,
indicating misunderstanding.
Quality of developer-proposed mitigation: We rated pro-
posed mitigations on a three-point scale:
(1) Score 1 - Ineffective or inapplicable: e.g., no solution
provided (e.g., stating they do not know), vague or high-level
(e.g., “Yeah, just have good security measures.”), or irrelevant
(e.g., for input attacks: “Discomfort is like, okay, just stop
using the Headset for a minute. Let the situation fix itself”).
(2) Score 2 - On track but unclear/missing details: e.g., for
content attack: “This is honestly on the developer side, like,
be mindful on the way you create apps to ensure that nobody
can piggyback off of what you’ve created, and get access, and
actually show their content in your content.” (correct direction
but lacks specifics like API checks or program analysis). For
input attacks: “Maybe if there was a way to disable the hand
overlay, and so you can see your true hands had passed
through, or something. I’m not too certain about this one this
time.” (suggests moderation but unsure/lacks details).
(3) Score 3 - Valid, clear, aligns with prior work or XR
applications: e.g., for physiology attacks: “From my personal

experience, it was like efficient use of data to ensure that, like
on the developer side, like, you’re ensuring that your data is
being handled correctly, so that there’s no overhead and not a
lot of overload on the system already, because by itself is very
intensive, especially since you’re rendering every scene twice.
So you have to be mindful of like, what kind of assets you use,
and if they’re like. compliant or not. As for the other side,
if somebody else is trying to do that, like DDoS attacks and
stuff like that, honestly, that’s security, and like networking.”
(multiple valid solutions with examples).

C. Finalized Codebook

• RQ1:
– Awareness of Threats

∗ Mentioned without prompt
∗ Provided additional examples
∗ Clearly mentioned awareness of attacks

– Awareness of Mitigation
∗ Specifically mentioned unaware of a mitigation.
∗ Misuse mitigation tools in follow-up questions

– What makes data more sensitive
∗ Immersive interaction design
∗ Advanced tracking sensors
∗ Economic value of user data
∗ Potential surveillance by XR platform
∗ Opaque XR infrastructure
∗ Other (e.g., data abuse)

– What makes certain data less sensitive
∗ Significant benefits overshadow risks
∗ Insufficient knowledge of developers
∗ Don’t believe data can leak sensitive information
∗ Other (e.g., also collected in other platforms)

– Why data leakage channels more realistic
∗ Development misoperations
∗ Relied on 3rd party APIs
∗ Misused by user

– Why certain data leakage channel less realistic
∗ Developers unfamiliar with the channel
∗ Unrelated to software development
∗ Local apps are safe

– What makes attacks in XR overall more important
∗ Immersive experiences increase attack severity
∗ Affect the growth of the XR industry
∗ Broader negative impact in XR
∗ Affect critical operations (e.g., banking) in XR
∗ Hard-to-Mitigate characteristics in immersive so-

cial environment
∗ Other (e.g., perceivable benefit for attackers)

– What makes certain attacks in XR less important
∗ User can mitigate
∗ Only for certain scenarios
∗ Only target certain user groups
∗ Other (e.g., less important consequence)
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TABLE IV: Mitigation tools and best practices for XR security and privacy

No. Approach Examples Applicable to

1 User notification&education Privacy policy [41], [40], in-app notification [131], etc. Content attacks, Perception attacks, Data leakage, etc.

2 Static analysis Ghidra [101], [41], Roslyn [102], etc. Software side-channel, Content attacks, Data leakage, etc.

3 Runtime analysis Moderation [132], packet analysis [133], [40], etc. Social attacks, Physiology attacks, Data leakage, etc.

4 OS and Game Engine enforcement Arya [103], OS level data control [134], etc. Content attacks, Input attacks, Perception attacks, etc.

5 Legislation and policymaking Laws [100], [84], best practices in XR [110], [135], etc. Shoulder surfing attacks, Social attacks, Content attacks, etc.

6 Input and output processing Input or output checking [136], [68], differential privacy [16], etc. Software side-channel attacks, Shoulder surfing attacks, etc.

TABLE V: Data Leakage Channels in XR we Collected From
Literatures and Discussions Like [8], [9], [14].

No. Leakage Channel Example

1 App designed functions Motion data for rendering avatar

2 Hardware side-channels Rendering side-channels

3 Third-party services Analysis APIs

4 Insecure operations Unsafe storage, unencrypted data

– What makes attacks in XR overall more practical
∗ More Stealthy attacks enabled by XR hardware
∗ Flexibility of attacks in immersive space
∗ Already seen similar attacks happening because of

implementation issues
∗ User-generated content introduces attacks

– What makes certain attacks in XR less practical
∗ Require technical knowledge from attackers
∗ Require knowledge about the usecases/environment

of the user
∗ Less motivating to attackers

• RQ2:
– Quality of mitigation:

∗ Score1: The proposed mitigation is ineffective.
∗ Score2: On the right track. Not very clear, mis-

taken, or missing important details.
∗ Score3: Valid, clear results that align with solutions

in prior research works or adopted in applications.
– Limitations XR threats mitigations

∗ Developer: Awareness of existing mitigation
∗ Community: S&P design sacrificed utility
∗ Community: high requirement of external resources
∗ Community: Impractical or outdated resources

– Developers’ General Unmet Needs from The Entire XR
Community - Communication
∗ More Community Communication Channels:

emerging attack channels
∗ More Community Communication Channels: XR

components that are vulnerable to attacks
∗ Attack Mitigation
∗ How to implement S&P practices in XR application
∗ Lack of open platforms for communication
∗ Potential solutions to threats

– Developers’ General Unmet Needs from The Entire XR

Community - Strategy
∗ Strategic Support : S&P hurting utility
∗ Strategic Support : utility compromise S&P
∗ Strategic Support : standard and best practices

– Developers’ General Unmet Needs from The Entire XR
Community - Technical
∗ Better Technical Solutions : moderation
∗ Better Technical Solutions : I/O
∗ Better Technical Solutions : hardware
∗ Better Technical Solutions : authentication
∗ Better Technical Solutions : notification
∗ Better Technical Solutions : Other

– Specific Unmet Needs from Each Key Stakeholder in
XR Development
∗ More Responsible API Provider : Third-Party API

as leakage channels
∗ More Responsible API Provider : Malicious Third-

Party API
∗ More Support from API Providers To Handle Up-

dates
∗ More Transparent Industry Infrastructures from XR

Platform Providers
∗ More Instructions from Policymakers
∗ More Active and Responsible Publishing Platforms
∗ More Engaged and Responsible Users
∗ More Guidance from Researchers

• Other Information
– Future Considerations: Challenge and Direction

∗ AI
∗ Hardware
∗ Children
∗ More Complicated Attacks
∗ Bias and Ethics
∗ Discuss all potential problems now, even if they’re

not happening yet
– Developer Proposed Mitigation

∗ Shoulder Surfing Mitigation
∗ Software Sidechannel Mitigation
∗ Input Mitigation
∗ Social Mitigation
∗ Content Mitigation
∗ Perception Mitigation
∗ Physiology Mitigation
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