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What is a Meme?
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⚫ A meme is a viral social media format that combines images and text 

to convey ideas, humor, or culture.
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Challenges in Harmful Meme Detection 
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➢ Multimodal semantic fusion

The interplay between text and images in memes can convey both 
subtle and overt harmful content. 

➢ Meme composition

The arrangement of visual elements influences perception, potentially 
masking harmful intent.

➢ Meme propaganda techniques

The use of strategic rhetorical and psychological tactics can influence 
opinions or behaviors, potentially obscuring harmful content.



Challenge 1 - Multimodal semantic fusion 
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HatReD[5],  contains human semantic 
annotations of harmful memes.

➢ Dataset

➢ Measurement

Evaluation: BERTScore

[5] M. S. Hee, W.-H. Chong, and R. K.-W. Lee, “Decoding the underlying meaning of multimodal hateful memes,” in Proceedings of the ThirtySecond 
International Joint Conference on Artificial Intelligence, 2023, pp. 5995–6003.

𝑥 - human interpretation of the meme

ෝ𝑥 - model’s interpretation of the meme

𝑥𝑖, ෝ𝑥𝑗 - Token embeddings from BERT

𝑥𝑖
⊺ ෝ𝑥𝑗 - similarity between token embeddings
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Remark 1 - The challenge of multimodal 

semantic fusion for traditional models, and the 

ability of MLLM in meme understanding
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From the perspective of visual arts, meme composition is 
the arrangement of visual elements

➢ Number of Panels

➢ Type of the Images 

➢ Scale

➢ Movement

Challenge 2 - Meme Composition



Background

Motivation

Method

Experiment

Conclusion

➢ Number of Panels

Single Stitching

Challenge 2 - Meme Composition
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➢ Type of the Images 

Photo Screenshot Illustration

Challenge 2 - Meme Composition
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➢ Scale

Challenge 2 - Meme Composition

Close up Medium Shot Long Shot
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➢ Movement

Challenge 2 - Meme Composition

Physical Emotional Casual
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Challenge 2 - Meme Composition
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Challenge 2 - Meme Composition

Remark 2 - Meme composition challenges harmful meme detection particularly

with stitched images, which complicate understanding visually.



Background

Motivation

Method

Experiment

Conclusion

Challenge 3 - Propaganda Techniques

- Name calling or labeling
- Appeal to fear/ prejudices
- Whataboutism
- Misrepresentation of someone’s position
- Flag-waving
- Causal oversimplification
- Black-and-white fallacy or dictatorship
- Reductio ad hitlerum
- Smears
- Loaded language
- Doubt

- Exaggeration/ Minimisation
- Slogans
- Appeal to authority
- Thought-terminating cliche
- Repetition
- Obfuscation, Intentional vagueness, Confusion
- Presenting irrelevant data
- Bandwagon
- Glittering generalities
- Appeal to strong emotions
- Transfer

[6] D. Dimitrov, B. Ali, S. Shaar, F. Alam, F. Silvestri, H. Firooz, P. Nakov, G. Da San Martino et al., “Detecting propaganda techniques in memes,” in ACL-IJCNLP 2021-

59th Annual Meeting of the Association for Computational Linguistics and the 11th International Joint Conference on Natural Language Processing, Proceedings of the 

Conference. Association for Computational Linguistics (ACL), 2021, pp. 6603–6617.

The use of strategic rhetorical and psychological tactics can influence opinions 

or behaviors, potentially obscuring harmful content.
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Challenge 3 - Propaganda Techniques

➢ Appeal to strong emotions:
Uses emotionally charged imagery to evoke fear/anger, linking 
modern Democrats with extreme historical groups

➢ Name-calling:
Labels Democrats as "extremists" or "racists" to provoke 
negative associations

➢ Smears:
Damages the reputation of Democrats by associating them with 
negative stereotypes

➢ Transfer:
Associates negative qualities of historical groups with modern 
Democrats
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Challenge 3 - Propaganda Techniques

Remark 3 - Meme propaganda technique poses challenges for 

detecting harmful content, as it makes the expression more 

subtle and less detectable.
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Overview of HMCoT

Adaptive Prompt

Reasoning Prompt

Decision Making Prompt
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➢ Dataset

➢ Baselines

(1) MOMENTA [24]: Multimodal harmful meme detection system, released the Harmeme dataset.  

(2) HateDetectron [48]: Wining the Meta’s Hateful Meme Challenge with FHM dataset.  

(3) MR.HARM [14]: LLM-based harmful meme detection system.  

(4) ExplainHM [29]: Uses LLMs’ argumentative abilities for diverse explanations, achieving state-of-the-art 

detection.  

(5) GPT-4 [16]: Advanced MLLM with strong reasoning capabilities.
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➢ Compare to baselines
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Effectiveness of addressing the challenges
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Detecting “in-the-wild” Harmful Memes
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➢ Contributions

Conclusion

⚫New understanding of harmful memes from novel perspectives 

⚫New framework for harmful meme detection. 

⚫Extensive evaluation of HMGUARD. 

➢ Future Work

⚫Multilingual harmful meme detection

⚫Promising approaches such as RAG and AI Agent 
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