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Unsafe Content Generation:

A potential issue in generative model development

Triggered by intentional/unintentional prompts

What is Unsafe Content Generation?

Skull icon

On the dark web, malicious users actively discuss AI-generated videos:

[Photo: Internet Watch Foundation, "AI Child Sexual Abuse Material Report," 2024]

https://iconduck.com/icons/176515/skull
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Unsafe Content Generation:

A potential issue in generative model development

Triggered by intentional/unintentional prompts

What is Unsafe Content Generation?

Skull icon

On the dark web, malicious users actively discuss AI-generated videos:

[Photo: Internet Watch Foundation, "AI Child Sexual Abuse Material Report," 2024]

We want to defend against it!

Step 0: there’s no existing benchmark datasets

https://iconduck.com/icons/176515/skull
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Data Collection

Unsafe Sample Collection:

Unsafe prompts from Unsafe Diffusion [1] and I2P datasets [2]

Generated unsafe videos using VGMs

Filtered 2112 videos from 5607

Remove Low-quality and Uninformative videos!

[1] Qu et al., CCS 2023, [2] Schramowski et al., CVPR 2023

Unsafe Prompts:

Lexica.Art 4chan
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Data Collection & Annotation

Theme summary [1]:
k-means for video categorization

Thematic coding for unsafe groups

Data Labeling:

Apply the IRB protocol
Conduct online survey on video labeling

600 Prolific participants (30 labels)

403 valid responses after cleaning

[1] Braun et al., Qual. Res. Psychol. 2006

[2] Guo et al., ICLR 2024

[3] Chen et al., CVPR 2024

[4] Yuan et al., arXiv 2024
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Model-Write Method modifies parameters or generation process.

Safe Latent Diffusion [1]

SafeGen [2]

Existing Solutions-Model Write Methods

“Pikachu is 
holding a gun 
on the street.”

Modified Generation Model

[1] Schramowski et al., CVPR 2023, [2] Li et al., CCS 2024

We extend these methods to 

Video Generation Models.
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Model-Write Method modifies parameters or generation process.

Safe Latent Diffusion [1]

SafeGen [2]

Existing Solutions-Model Write Methods

“Pikachu is 
holding a gun 
on the street.”

Modified Generation Model

: A huge amount of 

resources is needed to adjust 

model parameters.

[1] Schramowski et al., CVPR 2023, [2] Li et al., CCS 2024
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Model-Free methods rely only on final outputs.

Unsafe Diffusion [1]

Stable Diffusion Safety Filter [2]

Existing Solutions-Model Free

“Pikachu is 
holding a gun 
on the street.”

Generation Model

Prior Model-free Defense

: Easy to bypass using 

an adversarial attack.

[1] Qu et al., CCS 2023, [2] Rando et al., NIPS Workshop 2022
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A Middle Ground

Model-free Methods Model-write Methods

Model Access & Computational Cost

Model-read Methods
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Our Goal-Model Read 

“Pikachu is 
holding a gun 
on the street.”

Generation Model

Our Model-read Defense

Model-Read Method:

Computation efficient

Robust to Adversary & 
Jailbreak attacks

Only Rely on 

Intermediate Output!



11

Latent Variable Defense

𝑥0𝑥𝜏𝑖+1 𝑥𝜏𝑖 𝑥𝜏𝑖−1

A set of frames.
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Latent Variable Defense

𝑥0𝑥𝜏𝑖𝑥𝜏𝑖+1

𝑠𝑖+1 𝑠𝑖

The set of detection results is denoted as 𝑆 = {𝑠1, 𝑠2, 𝑠3, … , 𝑠𝑘}. The defined 

parameters 𝜂 and λ are used to compare σ𝑖=1
𝜂

𝑠𝑖 with 𝜂 × λ.

𝜂 : Number of detection steps

𝜆 : Threshold value
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Evaluation

Model: MagicTime [1], AnimateDiff [2], VideoCrafter2 [3]

Dataset: Unsafe Video Dataset (collected in this project)

Evaluation Metrics: TNR (correctly classifying safe videos), TPR 

(correctly classifying unsafe videos), AUC-ROC, Accuracy

Detection Model: Build based on VideoMAE [4]

Baseline: Unsafe Diffusion [5], Safe Latent Diffusion[6]

[1] Guo et al., ICLR 2024, [2] Chen et al., CVPR 2024, [3] Yuan et al., arXiv 2024, 

[4] Tone et al., NIPS, 2022, [5] Qu et al., CCS 2023, [6] Schramowski et al., CVPR 2023
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Impact of 𝜂 and λ

When 𝜂 increases, the best detection 

accuracy is achieved with a lower λ

value.

[1] Guo et al., ICLR 2024, [2] Chen et al., CVPR 2024, [3] Yuan et al., arXiv 2024

𝜂 : Number of detection steps

𝜆 : Threshold value
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Impact of 𝜂 and λ

[1] Guo et al., ICLR 2024, [2] Chen et al., CVPR 2024, [3] Yuan et al., arXiv 2024

Our method achieves a high AUC score across 

the three models, and a higher 𝜼 value further 

smooths the AUC curve by introducing more 

usable thresholds.

𝜂 : Number of detection steps

𝜆 : Threshold value
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Comparison with Existing Methods

With Model-free method:

With Model-write method:

Our method outperforms 

baseline methods.

[1] Qu et al., CCS 2023, [2] Guo et al., ICLR 2024, [3] Chen et al., CVPR 2024, [4] Yuan et al., arXiv 2024
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Interoperability Evaluation
With Model-free method: Combining our method with 

Unsafe Diffusion leads to 

improved performance.

[1] Qu et al., CCS 2023, [2] Schramowski et al., CVPR 2023

With Model-write method:

Replacing the momentum 

parameter with confidence score 

from the detection model under 

the same configuration improves 

defense performance.
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Conclusion

1. VGMs can produce high-resolution unsafe videos from specific 

prompts, posing serious risks and potentially violating regulations.

2. After filtering and labeling, we identified 937 unsafe videos, forming 

the first VGM-specific unsafe video dataset.

3. We designed the defense method LVD and tested it on three models, 

achieving 95% detection accuracy across various generation tasks.

Paper (with links to Github and Dataset):


	Slide 1: Towards Understanding Unsafe Video Generation
	Slide 2: What is Unsafe Content Generation?
	Slide 3: What is Unsafe Content Generation?
	Slide 4: Data Collection
	Slide 5: Data Collection & Annotation
	Slide 6: Existing Solutions-Model Write Methods
	Slide 7: Existing Solutions-Model Write Methods
	Slide 8: Existing Solutions-Model Free
	Slide 9: A Middle Ground
	Slide 10: Our Goal-Model Read 
	Slide 11: Latent Variable Defense
	Slide 12: Latent Variable Defense
	Slide 13: Evaluation
	Slide 14: Impact of eta and λ
	Slide 15: Impact of eta and λ
	Slide 16: Comparison with Existing Methods
	Slide 17: Interoperability Evaluation
	Slide 18: Conclusion

