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Application of Deep Neural Networks
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Face Recognition Chatbot

Self-driving Vehicles Weather Forecast

Deep Neural Networks (DNNs) has been widely applied to various domains!



Application of Deep Neural Networks
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Training high-performance DNNs is a 
costly and resource-intensive work!

DNN should be regarded as an important intellectual property of its developer!

Large-scale Datasets Computational Resources Human Expertise

High-performance DNN

Open-source 
Model

Copy

Model Copy
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File of Model

Inversion

Model Copy

The high-value DNNs also face a range of 
copyright infringements!

Unauthorized Commerce File Inversion



Model Watermarking
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watermark embedding watermark extraction
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Model watermarking is a critical and widely adopted solution for model copyright protection.

 Watermark embedding.

 Watermark extraction and ownership verification.

ownership verification

lawsuit



White-box Model Watermarking

5

watermark

embed to

parameters model

White-box model watermarking directly embed the watermark into the parameters!

Drawback: need white-box access to the model during verification.



Black-box Model Watermarking: Backdoor-based
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Existing black-box model watermarking methods are mostly based on backdoor attacks.

Backdoor Attack: The backdoored model will predict wrong labels when a specific pattern appears.



Limitations of Backdoor Watermark
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However, backdoor-based watermarks suffer from harmfulness and ambiguity.



Why Backdoor Watermarks Face Such Limitations?
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Such limitations stem from the zero-bit nature of backdoor watermarks.

Why harmful: Backdoor watermarks depend on changing the predictions.

Why ambiguous: Zero-bit Watermark can easily be forged by the adversary.
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Our Insight

9

Zero-bit
Watermark

Multi-bit
Watermark

embed to

Prediction

Harmfulness

Ambiguity

embed to

lead to

Harmlessness

Non-ambiguity

lead to

Alternative Space

Does there exist an alternative space for multi-bit watermark embedding without 
impacting model predictions?



Explanation as a Watermark (EaaW)
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Yes! We can utilize the space of explanation for multi-bit watermark embedding!

Explanation: Human-readable reasoning behind a model’s prediction.



Watermark Embedding

11

Three stages in EaaW:

(1) Watermark embedding; (2) watermark extraction; (3) ownership verification.

The loss function of watermark embedding:

min
Θ

ℒ1 𝑓𝑓 𝒳𝒳 ∪𝒳𝒳𝑇𝑇 ,Θ ,𝒴𝒴 ∪ 𝒴𝒴𝑇𝑇 + 𝑟𝑟1 ⋅ ℒ2 explain 𝒳𝒳𝑇𝑇 ,𝒴𝒴𝑇𝑇 ,Θ ,𝓦𝓦 .

Utility loss Watermark loss

Utility loss: the loss function used in the primitive task.

Watermark loss: Hinge-like loss to embed the watermark, as follows (𝓦𝓦 ∈ −1, 1 𝑘𝑘).

ℒ2 𝓔𝓔,𝓦𝓦 = �
𝑖𝑖=1

𝑘𝑘

max(0, 𝜀𝜀 − 𝓔𝓔𝑖𝑖 ⋅ 𝓦𝓦𝑖𝑖) ,𝓔𝓔 = explain 𝒳𝒳𝑇𝑇 ,𝒴𝒴𝑇𝑇 ,Θ .



Watermark Extraction
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Firstly, get the explanation of the trigger sample:

�𝑾𝑾 = explain 𝒳𝒳𝑇𝑇 ,𝒴𝒴𝑇𝑇 ,Θ .

Then, binarize the explanation to get the final watermark:

�𝓦𝓦𝑖𝑖 = bin �𝑾𝑾i = � 1, �𝑾𝑾𝑖𝑖≥ 0
−1,�𝑾𝑾𝑖𝑖 < 0

.

Key in our method: How to Design the function 𝐞𝐞𝐞𝐞𝐞𝐞𝐞𝐞𝐞𝐞𝐞𝐞𝐞𝐞(⋅)?



Feature Attribution
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The feature attribution methods in XAI (explainable artificial intelligence) can help!
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Local Sampling
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Case 1: Image Data

Case 2: Text Data

Trigger Sample 𝑡𝑡 Mask 𝑀𝑀 Masked DatasetMasked Samples 𝑚𝑚

What do cells break 
down to produce 
energy?

(𝑚𝑚,𝑀𝑀,𝒴𝒴)… …

What <unk> cells 
break down to 
produce energy?<unk> do cells 

break down to 
produce energy?…

Trigger Sample 𝑡𝑡 Mask 𝑀𝑀 Masked DatasetMasked Samples 𝑚𝑚

(𝑚𝑚,𝑀𝑀,𝒴𝒴)

Step 1 (Local sampling): generate masked samples 𝒳𝒳𝒎𝒎

𝒳𝒳𝑚𝑚 = 𝑀𝑀⊗𝒳𝒳𝑇𝑇 .



Model Inference and Evaluation
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Model Inference and Evaluation

Model Predictions Metric VectorMasked Dataset Metric Function
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…
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𝟎𝟎.𝟐𝟐
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…
𝟎𝟎.𝟒𝟒

Labels

(𝑚𝑚,𝑀𝑀,𝒴𝒴)

Step 2 (Model inference and evaluation): evaluate the output of the masked samples.

First, get the predictions of the masked samples.

𝒑𝒑 = 𝑓𝑓 𝒳𝒳𝑚𝑚;Θ .

Second, evaluate the predictions using a specific metric function ℳ(⋅).

𝒗𝒗 = ℳ 𝒑𝒑,𝒴𝒴𝑇𝑇 .



Explanation Generation
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Step 3 (Explanation generation): calculate the importance score and generate the explanation.

Utilize the Ridge Regression to calculate the importance score and weight matrix �𝑾𝑾.

�𝑾𝑾 = 𝑀𝑀𝑇𝑇𝑀𝑀 + 𝜆𝜆𝜆𝜆 −1𝑀𝑀𝑇𝑇𝒗𝒗.



Hypothesis-test-based Ownership Verification
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Task: comparing the extracted watermark �𝓦𝓦 and the original watermark 𝓦𝓦.

The problem can be formalized as a hypothesis test, as follows.

Proposition 1. Let �𝓦𝓦 be the watermark extracted from the suspicious model, and 𝓦𝓦 is the original watermark. Given 
the null hypothesis 𝐻𝐻0: �𝓦𝓦 is independent of 𝓦𝓦 and the alternative hypothesis 𝐻𝐻1: �𝓦𝓦 has an association or 
relationship with 𝓦𝓦, the suspicious model can be claimed as an unauthorized copy if and only if 𝐻𝐻0 is rejected.

Specifically, we utilize Pearson’s chi-square test to calculate the p-value of the above test.



Experiments: Main Results
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Our EaaW can embed a watermark of over 1024 bits to the image classification models and 

over 128 bits to the text generation models.

Results on Image Classification Models Results on Text Generation Models



Experiments: Visualization

19Visualization of the trigger samples and the extracted watermarks.



Experiments: Resistance to Attacks
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Resistance to Fine-tuning Attack Resistance to Pruning Attack

The results demonstrate that our EaaW is resistant to watermark removal attacks and two 

different types of adaptive attacks.

Resistance to Adaptive Attack



Experiments: Comparison to Backdoor Watermarks
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Harmless degree 𝐻𝐻:
𝐻𝐻 =

1
𝒳𝒳 ∪𝒳𝒳𝑇𝑇

�
𝒙𝒙∈𝒳𝒳∪𝒳𝒳𝑇𝑇

𝕀𝕀{𝑓𝑓 𝑊𝑊;Θ = 𝑔𝑔(𝑊𝑊)} .

Our EaaW is more harmless than the backdoor-based watermarks!



Experiments: Label-only Scenario
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In label-only scenario, some information is lost. We can increase the number of masked samples 
to compensate the information loss!

Our EaaW is still effective in the label-only scenario!



Conclusion

23

Our Contributions:

 A novel black-box model watermarking paradigm, EaaW, to embed multi-bit

watermarks into explanations. 

 An effective watermark embedding and extraction method inspired by LIME. The 

method can be applied to models of various modalities and tasks.

Future Works:

 Extension to other tasks and modalities (e.g., graph).

 Theoretical guarantee of model watermarking (e.g., robustness or watermark capacity).

 More effective and efficient XAI-based methods for watermark embedding.
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