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Transformer vs CNN Inference

Larger Scale Matrix-Matrix Multiplications
Gazalle [USENIX Security ’18], Cheetah [USENIX Security ’22] and Iron compute matrix multiplications
via inner dot products, and employ sparse packing for the resulting ciphertexts. The majority of
the data slots in the ciphertexts are wasted.

Input dimensions of matrices in transformer-based models are much higher,
leading to increased computational cost.

In the context of non-interactive secure inference, there are two key differences between
transformers and CNN models:

Higher Dimensional Inputs to Argmax
Input to Argmax is a probability vector of size 𝑚. In CNN classification tasks, 𝑚 is usually not
large (𝑚 = 1,000 in ImageNet-1k). However, in transformer-based NLP tasks, 𝑚 = vocabulary size,
with 𝑚 reaching 30,522 in BERT and 128,256 in Llama-3-8B.

Previous SOTA Phoenix [CCS ‘22] can only achieves a computational complexity of 𝑶(𝒎)



Prior Work: Interactive Protocols

Interactive Secure Transformer Inference Protocols

• Iron [NeurIPS ‘22]

• BOLT [IEEE S&P ’24]

• BumbleBee [NDSS ‘25]

Based on Multi-party Secure Computation (MPC)

o Substantial communication overhead

o Unable to support hardware acceleration via
GPU, FPGA, etc.

e.g. BOLT requires:

o 59.61 GB of bandwidth

o 10,509 interaction rounds

o $5.44 per response token



Our Work: NEXUS

Based on RNS-CKKS Fully Homomorphic Encryption (FHE), we achieve:

𝟏 𝟑

𝟐 𝟒

Efficient and Communication-
optimized Matrix Multiplication

Efficient Argmax and other non-
linear function evaluation

CPU/GPU Implementation



Efficient Matrix Multiplication
Toy Example

𝑨 ∈ ℝ2×3, 𝑾𝑄 ∈ ℝ3×3,

𝑸 = 𝑨 × 𝑾𝑄 ∈ ℝ2×3

𝒒𝑖 ∈ ℝ𝑘: 𝑖-th row of 𝑸



Efficient Matrix Multiplication
Secure ciphertext compression
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Efficient Matrix Multiplication
Secure ciphertext decompression [SealPIR S&P’18]
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Efficient Matrix Multiplication
Results Comparison

[NeurIPS ‘22]

[NDSS ‘25]

[IEEE S&P ’24]

BERT-base: 𝑚 = 256, 𝑛 = 768, 𝑘 = 64
Amortized cost of 𝑡 = 256 matrix multiplications



Efficient Argmax evaluation
Preliminaries

Argmax: Returns the indices of the maximum values along an vector.
   The Argmax of [2, 3, 4, 1] is [0, 0, 1, 0]

Sign Function in FHE:
 

Max Function in FHE:
 



Efficient Argmax evaluation

Phoneix [ACM CCS ‘22]: O( 𝑁) Ours: O(𝑙𝑜𝑔 𝑁)

𝑦 = 𝑆𝑖𝑔𝑛 𝑥 − 𝑥𝑚𝑎𝑥 + 1



Efficient Argmax evaluation

Computing the root of a binary tree: O(log 𝑁)

𝑓() can be any associative, such as sum, max, min...



Other Non-linear Function evaluation
GELU, Softmax, LayerNorm

• QuickSum: 𝑓(𝒂, ෩𝒃) is given by 𝒂 ⊞ ෩𝒃

• Inverse Square Root: Newton’s iteration

Following similar methods presented in BumbleBee [NDSS ‘25] and PUMA [DLZ+23]:

GELU: approximate using a piecewise polynomial:

Softmax: taking 𝑎𝑚𝑎𝑥 as a constant as its value
does not affect the result of Softmax:

Goldschmidt division algorithm

Approximated using this Taylor sereis

QuickSum

LayerNorm:



Efficient Non-linear Function Eval
Results Comparison



Placement of Bootstrapping



End-to-end Results



End-to-end Results



Code



Summary

• We propose NEXUS, the first non-interactive secure transformer inference protocol.

• Based on RNS-CKKS Fully Homomorphic Encryption scheme, we design a series of efficient and
communication-optimized matrix multiplication and non-linear function evaluation protocols.

• NEXUS reduces bandwidth consumption by 𝟑𝟕𝟐. 𝟓 × compared to BOLT [Oakland ’24] and
53.6 × compared to BumbleBee [NDSS ’25]. Its non-interactive property allows for better
hardware acceleration, with the GPU version achieving a 𝟒𝟐. 𝟑 × speedup in runtime.
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