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Target Label: Bird
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Lack of other Client’s Updates for Comparison

Difficult to Exclude Poisoned Models after Detection
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 In early training stages, low frequencies 
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 Low frequencies represent main behavior 

[Rahamanet al. ICML 2019], [Xu et al. ICONIP 2019]

 In later epoch ratio to high-frequencies changes 
[Rahamanet al. ICML 2019], [Xu et al. ICONIP 2019]
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Discrete Cosine        
Representation

Lower Frequencies Neighborhood Distance

𝑑𝑑ℱ

Backbone

Static Analysis – Frequency Domain

Frequency



No Defense Safe Split

BA MA BA MA

Cifar-10 59.3% 66.6% 0.0% 62.7%

CIFAR-100 93.3% 76.8% 0.1% 76.5%

MNIST 86.2% 98.7% 0.0% 98.8%

FMNIST 79.8% 83.0% 3.4% 84.6%

GTSRB 30.0% 58.0% 0.6% 63.7%

No Defense Safe Split

BA MA BA MA

ResNet-18 59.3% 66.6% 0.0% 62.7%

CNN 78.0% 62.7% 0.0% 60.4%

GoogLeNet 16.7% 57.9% 0.0% 60.2%

VGG11 76.7% 49.7% 0.0% 43.0%
Different DNN Architectures for Cifar-10 Neighborhood Scores Dynamic Analysis

Neighborhood Scores Static Analysis

BA:  Backdoor Accuracy
MA: Main Task AccuracyEvaluation Results
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 Split learning allows computation expensive training and inference on mobile devices

 However suspectable for backdoor attacks

 Existing defenses are insufficient against due to sequential training

 Circle architecture allows mitigating impact of backdoor attacks

 Combines static and dynamic perspective for model analysis

 Rotational distance metric provides detailed insights in training dynamics

 Reduce attack success rate below 5%

 Ensemble of different perspectives makes system robust against adaptive attacks

 Circle-wise architecture allows rollback without retraining benign models

Conclusion
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