
Xuewei Feng∗, Yuxiang Yang∗, Qi Li∗†, Xingxiang Zhan†, Kun Sun‡, 

Ziqiang Wang§, Ao Wang§, Ganqiu Du¶, Ke Xu∗†

ReDAN: An Empirical Study on Remote DoS

Attacks against NAT Networks

1

∗ † §‡
¶



Overview

Background

Disclosure and Mitigation

Conclusion

Attack Procedure

Empirical Study

Threat Model



Threat Model



Threat Model

Consists of:

• An arbitrary victim TCP server

• A vulnerable NAT device

➢ Wireless router in Wi-Fi networks

➢ PDN gateway or UPF in 4G LTE/5G networks

➢ a CPE gateway in IoT networks.

• A victim client behind the NAT device

• An off-path attacker capable of IP spoofing

• A vantage point accessible to the victim

The attacker can:

• Identify whether the client is behind NAT

• Launch TCP Denial of Service (DoS) attacks 



Background



Network Address Translation (NAT)

What is NAT? NAT Functionality

• Maps private IPs to public IPs

• Enables shared Internet among devices 

• Mitigates IPv4 address exhaustion

• IP Conservation: Saving public IPs.

• Security: Hides internal structure, 

      Prevents direct access.



Session Mapping Tables in NAT

The key to NAT’s operation is session mapping table.

RouterClient Server NAT mappings

orig={V:m -> S:s},reply={S:s <-R:m},

TCP=SYN_SENT, timeout=120s 

{SYN}
{SYN}

{SYN/ACK}

{SYN/ACK}

{ACK}
{ACK}

{RST}
{RST}

orig={V:m -> S:s},reply={S:s <-R:m},

TCP=SYN_RECV, timeout=60s 

orig={V:m -> S:s},reply={S:s <-R:m},

TCP=ESTABLISHED, timeout=432000s 
……

orig={V:m -> S:s},reply={S:s <-R:m},

TCP=CLOSE, timeout=1s



Session Mapping Tables in NAT

The key to NAT’s operation is session mapping table.

RouterClient Server NAT mappings

orig={V:m -> S:s},reply={S:s <-R:m},
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{SYN}
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……

orig={V:m -> S:s},reply={S:s <-R:m},
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We find that real-world NAT devices lack enough sequence number 

validation of TCP RST packets, enabling attackers to manipulate the

device’s mapping states.



Path MTU Discovery (PMTUD)

PMTUD is designed to prevents IP fragmentation by

dynamically determining the maximum packet size supported along

a network path.
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TCP

ICMP Next-Hop MTU

1. Legitimacy check
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ATTACK PROCEDURE



Attack Overview 

We show that off-path attacker posses the capability to remotely identify a NAT device 

and terminate TCP connections initiated from the device.

Attack Steps： 

• Step 1: Identifying NAT Devices. (Leveraging a new side channel.)

• Step 2: Conducting DoS Attacks. (By crafting RST packets.)



Step 1: Identifying NAT Devices 

Goal: Determine if a specific target host is behind a NAT device.

Internet
ServerClient

Internet
ServerClient

OR?

By a new side channel:
• Leveraging discrepancies in Path MTU values between 

NAT devices and internal clients.

NAT Device
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Changing Client’s Path MTU 
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Step 2: Conducting DoS Attacks 

Goal: Terminate TCP connections between victim client and server

Internet
serverClient

By crafted RST packets:
• Real-world NAT devices (public Wi-Fi/5G/cloud gateways) 

often lack enough sequence checks of TCP RSTs.
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Removing NAT Mappings
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Manipulating TCP States
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Manipulating TCP States
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Manipulating TCP States
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Terminating TCP Connections
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Terminating TCP Connections
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Empirical Study 



End-to-end Evaluation

We conduct end-to-end evaluations of the methods with： 

• NAT devices: 6 native OSes, 8 types of router firmware implementations, 30 

commercial routers

• NATed clients: varied configurations, using different OSes and browsers.

1. Whether NATed clients can be identified

via the PMTUD side channel.

2. Whether NAT mappings of the NAT 

devices can be manipulated.

3. Case studies on SSH and FTP DoS.



End-to-end Evaluation Results 

 Effective Identification: PMTUD side channel can 

reliably identify NATed clients. More effective than 

Javascript-based and timing-based methods.

Comparison with Javascript-based methods

Comparison of time costs with timing-based methods.
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End-to-end Evaluation Results 

 Effective Identification: PMTUD side channel can 

reliably identify NATed clients. More effective than 

Javascript-based and timing-based methods.

 Widespread Vulnerability: 2 of the 6 native OSes,  

6 of the 8 router firmware, and 29 of 30 

commercial routers are susceptible to mapping 

manipulation via crafted RST packets.

 Low-Bandwidth DoS: The attacker can terminate 

established TCP connections or prevent the 

establishment of new SSH & FTP connections 

with low traffic (< 6 MBps on average).



Real-World Experiments

 We deployed 7 vantage points in 5 ASes and tested the PMTUD method to determine 

whether the client requesting for our vantage point is a NATed client or a separate IP host. 

 We shared the URLs for accessing our vantage points via seeking voluntary users to

participate in our NAT identification in 11 months.



Real-World Experiment Results

 Out of the 30,154 clients who sent requests, we 

successfully identified more than 7,600 public 

IPv4 addresses used by NAT devices on the 

Internet.

 We take a thoroughly analysis on scenarios of 

failure cases and possible influences of middle 

boxses or VPNs. Distribution of the identified NAT devices.



Real-World Experiment Results

 We randomly selected 180 NAT networks from three popular network scenarios, including 

90 4G LTE/5G networks, 60 Wi-Fi networks, and 30 cloud networks.

 All of the 90 4G/5G networks, 48 of the 60 Wi-Fi networks, 28 of the 30 cloud networks are 

vunerable to the DoS attacks. Out of the 180 NAT networks, 166 are vulnerable to our 

attacks, causing a vulnerable proportion of more than 92%.



Disclosure and Mitigation



Disclosure and Mitigation

 Ethical disclosure

• Acknowledgment from the FreeBSD community, OpenWrt/Asuswrt firmware platforms, 3 

major Chinese ISPs, 3 cloud providers and 4 router vendors.

• 5 CVE/CNVD identifiers (CVE-2023-6534, CVE-2023-31635, CNVD-2023-60783, CNVD-

2023-30194, CNVD-2023-30193)

 Mitigation

• Fixing the Side Channel in PMTUD.

• Enforcing More Strict Checks on TCP



Conclusion

⚫We uncover novel vulnerabilities and propose methods to identify NAT 

devices and launch remote DoS attacks.

⚫We conduct extensive evaluations on various NAT implementations and 

real-world networks.

⚫We responsibly disclose the vulnerabilities and propose corresponding 

countermeasures.



Thank you !
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