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Background
Traditional black-box adversarial attacks on computer vision models:
● Gradient-based attack: Fast Gradient Sign Method (GoodFellow et al)
● Image Scaling Attacks (Xiao et al)

They face significant limitations, including:
● Intensive querying requirements
● Time-consuming iterative processes
● A lack of universality, 
● Low attack success rates (ASR) and confidence levels (CL) 

To overcome these limitations, we propose AlphaDog:  
● No-box attack (Zero Query)
● Universal adaptability
● 100% confidence level and ASR 



AlphaDog: an Alpha channel attack, the first universally efficient targeted 
no-box attack, exploiting the often overlooked Alpha channel in RGBA images to 
create visual disparities between human perception and machine interpretation, 
efficiently deceiving both.https://sites.google.com/view/alphachannelattack/home
Targeted Images (can be any images with same size) 
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AlphaDog foundation

Visual Cryptography: When overlapping two seeming nonsense images, we 
get a new image 

AlphaDog is inspired by Visual Cryptography! 
When overlapping an image with a background, human eyes and AI models 
can see the same image differently!

Overlap 



Alpha Channel &  RGBA Image Format 

Old images like JPEG, BMP have only RGB channels,
But modern images like PNG, HIFF, GIF, WEBP, have four channels, RGBA

Red (R), Green (G), and Blue (B) color channels and an Alpha channel (A). 
• Alpha channel values range from 0 (fully transparent) to 1 (fully opaque) for each pixel. 
• Alpha channel controls the level of transparency. 

AI model developers don’t care about Alpha Channel !
They usually simply remove Alpha Channel and read only 
RGB channels!
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How AI Models Treat Alpha Channel?
• 80 open-source models and 20 COTS models 

• Consistency: Most models remove the input images’ 
Alpha Channel.

• Outliers: Google Bard and GoogleCloudVisionApi 
add black and white background colors.

No Box AlphaDog Attack
• No query. The attacker assumes that all victim AI 

models remove the input image Alpha channel.
• No response from the victim AI models.
• Human visualizes Normal target images. 

Root Cause: Ignoring Alpha Channel 



How To Create an AlphaDog Attack Image?
Alpha Compositing in Computer Graphics

RGB channel intensity matrix: IIN  (AI Models Remove the Alpha 
channel, IIN = IAI)
Alpha Channel Matrix : A
BKG: digital image media (app)’s background color (Human 
Eye)

IEye ,   is targeted for human eye;  IIN  is targeted for AI models
IEye , and  IIN are pre-selective. We want to calculate A to create IAtk  
Example (IAtk creation):

white BKG

Then we have IAtk:



How To Create an AlphaDog Attack Image?
Alpha Compositing in Computer Graphics

Attack process:



How to ensure stealthiness

A

We empirically find that the value 0.2 serves as a universal threshold, independent of 
the specific target (normal or malicious) images. 

IEye IAI Must ensure histogram separation

Math derivative of histogram separation:



AlphaDog Attack Images: 
1. Any images could be 

selected as the targeted 
images

2. The image pairs must be 
the same size 

3. Format: PNG, TIFF, 
HEIF, WebP, and GIF

4. Grayscale Images
5. Efficient generation 

O(n^2)

Attack



AlphaDog Evaluation 

1. Stealthiness: IRB Approved Study.
20 participants: 18 and 45 years (with a mean age of 25.18 and a standard deviation of 
6.8), comprised 50% females. Ethnic composition among participants was 50% Hispanic, 
45% Caucasian, and 5% Asian, African American, and other ethnicities. All participants
correctly identified images from.

Results: identity attack images as normal images



AlphaDog Evaluation 
2. Image Formats: Attack 
Success Rate (ASR) depends 
on AI models

PNG format is the best 
choice now.



Defense
Recall that an AlphaDog attack image has 
histogram separation. We can detect whether an 
image is an attack by checking if this image’s 
histogram is separated



Defense



Conclusion
AlphaDog represents a groundbreaking advancement in adversarial attacks by exploiting I/O flaw of 
Computer vision models. AlphaDog has such advantages over traditional adversarial attack:

• no-box  (Zero query required)
• universal adaptability
• Can be generated effciently
• 100% confidence level and ASR 

AlphaDog can be applied in :
• data poisoning, 
• evasion attacks
• content moderation

AlphaDog can be potentially used to harm 
• Autonomous driving, 
• Medical
• Facial recognition

We create a dataset of 6500 attack images for researcher to test
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