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Abstract: The rapid growth of Android apps and its worldwide popularity in the smartphone market has 
made it an easy and accessible target for malware. In the past few years, the Android operating system 
(AOS) has been updated several times to fix various vulnerabilities. Unfortunately, malware apps have 
also upgraded and adapted to this evolution. The ever-increasing number of native AOS permissions and 
developers’ ability to create custom permissions provide plenty of options to gain control over devices 
and private data. Therefore, newly created permissions could be of great importance in detecting 
current malware. Previous popular works on malware detection used apps collected during 2010–2012 
to propose malware detection and classification methods. A majority of permissions used in those apps 
are not as widely used or do not exist anymore. In this work, we present a novel malware detection 
framework for Android called NATICUSdroid, which investigates and classifies benign and malware using 
statistically selected native and custom Android permissions as features for various machine learning 
(ML) classifiers. We analyze declared permissions in more than 29,000 benign and malware collected 
during 2010–2019 to identify the most significant permissions based on the trend. Subsequently, we 
collect these identified permissions that include both the native and custom permissions. Finally, we use 
feature selection techniques and evaluate eight ML algorithms for NATICUSdroid to distinguish benign 
apps from malware. Experimental results show that the Random Forest classifier-based model 
performed best with an accuracy of 97%, a false-positive rate of 3.32%, and an f-measure of 0.96. 
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