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Abstract—Attacks by APT are increasingly prevalent and
cause a huge impact. Researchers and analysts use CTI reports
generated by cybersecurity organizations to learn and gain a
better understanding of the current cyberthreat landscape. The
diverse nature of CTI reports made them biased towards the
organization’s viewpoint despite reporting on the same incident.
Furthermore, the static information from these reports limits
the full potential of understanding the actual APT attacks. We
propose an automated process to convert the rich details found in
CTI reports to reconstruct a dynamic environment for analysts
to use. Learning from an actual simulated environment provides
invaluable insights in comparison to static details. By shortening
the time of manually reconstructing error-prone and limited
environments, we provide an automated platform for researchers
and analysts to expedite their understanding and significantly
reduce their turnaround time in addressing cyberthreats.

I. INTRODUCTION

Cyber Threat Intelligence (CTI) reports are valuable sources
that researchers and analysts seek to have a deeper understand-
ing of the current APT activities and the cyberthreat landscape.
These reports are used to obtain insights of vulnerabilities and
their associated attack techniques. Attack patterns can also be
learned from CTI reports [3], [4]. While CTI largely provides
high-level information, fine-grained technical details that are
relevant for analysis are generally omitted. In order for security
experts and researchers to have an in-depth analysis, they
have to bridge the knowledge gap between the real attacks
and the CTI reports. This gap can be addressed by having a
first-hand practical environment that thoroughly describes the
threat’s events in the CTI reports. Reproducing cyber attacks
in a controlled environment benefits analysts significantly [7],
where a high fidelity and live reconstructed environment
allows the analysts to directly learn in-depth details that cannot
be described in a CTI report. The replaying of the attack
as described in the CTI report will enable analysts to apply
their newly acquired practical knowledge in addressing current
threats.

A. Motivation

CTI reports are generated for a human analyst to better
understand the current cyberthreat landscape pertaining to a
threat. These reports, however, are largely unstructured and
generalized for a wide range of audiences. The static details
in CTI report made it a challenge for analysts to have a deeper
understanding. To better understand the cyberthreat landscape,
analysts may prefer a dynamic and controlled environment

Fig. 1. The overall diagram that depict the process of reconstructing an
environment that can be dynamically used by an analyst to gain better insights.

where they can interact with the threat and obtain quality in-
sights. Through interaction, they are able to better learn about
the challenges and gain an in-depth hands-on knowledge.
Manual reconstruction of environment based on CTI reports
is a cumbersome process that is ineffective for rapid response.
Having an end-to-end simulated and dynamic environment will
allow researchers and analysts to gain dynamic insight from
the static CTI reports.

B. Observation

Several challenges have to be addressed in order to achieve
environment reconstruction from CTI reports. Given that CTI
reports are largely unstructured, the initial challenge is to
extract key information from the available APT reports. How-
ever, relying only on the extracted information is insufficient
as there will be missing details that is necessary to map and
link the information. This information has to be bridged with
the information that is found in the binaries related to the
attack. Using the extracted information as a foundation, the
next challenge is to reconstruct the APT kill-chain, with an
accurate reconstruction based on a sound foundation. Finally,
the challenge is the process of orchestrating an end-to-end
transformation from the static details in CTI reports to the
reconstruction of a dynamic environment. The comprehensive-
ness of the simulation will contribute to the usefulness for
analysts to maximize their understanding that is reported in
the CTI reports.



II. OVERALL DESIGN

Figure 1 depicts the overview of our solution, reconstructing
a live environment based on static CTI reports. A collection
of CTI reports will be used as a reliable and rich source
of knowledge base. This will be used as a foundation for
reconstructing a live environment. It includes the following
steps.

• CTI reports will go through a parsing pipeline to extract
tactical knowledge and infrastructure information. By
using both Natural Language Processing (NLP) [6] and
domain-specific graph alignment algorithm [5] as part of
the pipeline, critical descriptions are extracted to describe
both the APT events and related artifacts which are the
building blocks to form the necessary details required for
reconstruction. Details from MITRE Tactics, Techniques,
and Procedures (TTPs) are added to the extracted details
for enrichment which describes the techniques performed
by the APT threat actors and associated artifacts. The
enrichment details from TTPs provide a bridge between
the sequence of events and the related artifacts.

• Related artifacts are reconstructed to supplement the
events in an APT attack. The artifacts include files,
binaries (e.g., payload, IoT-based binaries & firmware),
and configurations. The reconstruction of artifacts is
necessary to provide an immersive experience of an actual
APT attack where artifacts are dropped and may behave
stealthily in order to avoid detection.

• Sometimes, artifacts utilized in the attack rely on external
libraries or unknown environments and do not work.
Then we will need an alternative solution. Therefore, we
involved atomic attack technique scripts, such as Atomic-
Red-Team [1].

• Based on the APT events, a procedure description is
generated. The description is then translated to an event
description language called Screenplay which will be
used to describe the sequence of events during the re-
construction of the live environment. Screenplay outlines
the attack events which serve as a temporal framework
in the live environment.

• Using both Screenplay and related artifacts, an environ-
ment is reconstructed on the testbed. The reconstructed
environment simulates the APT attack that is described
in the CTI reports. Such simulated environment allows
analysts to dynamically understand the APT attack.

III. CASE STUDY

We carried out a case study using APT32 (OceanLotus) [2].
The APT operates numerous news websites that stalk and ob-
serve users’ activities by tracking distinctive data. This allow
the group to profile the users and redirect them to phishing
websites that contain payload for infection. Understanding the
modus operandi would be the key to gain insights that lead to
both preventive and defensive solutions.

Detailed network topology, IoCs, and event sequence is ex-
tracted based on the CTI reports. This includes details such as

website host for delivering fake news, malware dissemination
servers, the Cobalt Strike C2 server, and related artifacts.

We are able to build an initial prototype of the APT. The
reconstructed environments enable the users to simulate are
the victims that visit the malicious website, where they are
profiled and the process of malware delivery and execution
are observed.

IV. CONCLUSION

We presented an automated process to reconstruct a live and
dynamic environment from static details in CTI reports. The
CTI reports are parsed by a pipeline that include NLP and
graph alignment algorithm. This produces structured details
that is translated to system-specific specifications. The speci-
fications are used to reconstruct a dynamic environment on the
testbed. Analysts are able to obtain richer insights by utilizing
the reconstructed live environment that reflects the cyberthreat
landscape presented in the static reports.
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