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Abstract—The text-to-image models based on diffusion pro-
cesses, capable of transforming text descriptions into detailed
images, have widespread applications in art, design, and beyond,
such as DALL-E, Stable Diffusion, and Midjourney. However,
they enable users without artistic training to create artwork
comparable to professional quality, leading to concerns about
copyright infringement. To tackle these issues, previous works
have proposed strategies such as adversarial perturbation-based
and watermarking-based methods. The former involves intro-
ducing subtle changes to disrupt the image generation process,
while the latter involves embedding detectable marks in the
artwork. The existing methods face limitations such as requiring
modifications of the original image, being vulnerable to image
pre-processing, and facing difficulties in applying them to the
published artwork.

To this end, we propose a new paradigm, called StyleAuditor,
for artistic style auditing. StyleAuditor identifies if a suspect model
has been fine-tuned using a specific artist’s artwork by analyzing
style-related features. Specifically, StyleAuditor employs a style
extractor to obtain the multi-granularity style representations and
treats artwork as samples of an artist’s style. Then, StyleAuditor
queries a trained discriminator to gain the auditing decisions.
The results of the experiment on the artwork of thirty artists
demonstrate the high accuracy of StyleAuditor, with an auditing
accuracy of over 90% and a false positive rate of less than 1.3%.

I. INTRODUCTION

Text-to-image models based on diffusion processes repre-
sent a groundbreaking advancement in the field of generative
artificial intelligence (AI), such as DALL-E [31], Stable Dif-
fusion [32], and Midjourney [18], which can generate detailed
and realistic images from textual descriptions. These models
typically function by gradually refining a random pattern of
pixels into a coherent image that matches the text description,
making them suitable for a variety of creative and practical
applications [24], [30], [36], [22], [29], [42], [5], [25]. Due
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Fig. 1. Intuitive explanation of StyleAuditor. The figures with yellow borders
represent the original artwork of artist A, the figures with red borders represent
mimicked artwork after the fine-tuning of the diffusion model, and the blue
borders represent the artworks of artist B. After style extraction, the images
with red and yellow borders are clustered in the feature space far away from
the representation of images with blue borders. The discriminator can judge
the red picture as an imitation of the yellow picture based on the distributions
of the features.

to the stunning effect, these models are swiftly springing up
among users and platforms. For instance, Midjourney receives
around 32 million pageviews per day at around 7.5 pageviews
per visit [16]. The downloads of the latest Stable Diffusion
(v2.1) exceed 0.4 million per month.

With the rapid development of text-to-image models, a
user with no painting foundation can use simple prompts to
generate artistic works at the level of a professional painter.
As one of the sensational events, Jason M. Allen created his
digital artistic work with Midjourney and took first place in
the digital category at the Colorado State Fair [33]. Recently,
many platforms have allowed users to upload artistic works and
train the models that can generate works of similar style [8],
[36], [28], which caused panic among the artist community
regarding the infringements of their works [39]. To protect the
intellectual property (IP) of the artists, a series of strategies
have been proposed by the researchers [6], [41], [39], [7], [46],
[10], [27], [26], [43], [11].

Existing Solutions. The main-stream solutions can be clas-
sified into two categories by the underlying technologies, i.e.,
the adversarial perturbation-based methods [39], [41], [7], [46]
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and the watermarking-based methods [10], [27], [26], [47].
The adversarial perturbation-based methods introduce subtle
perturbations that alter the latent representation in the diffusion
process, causing models to be unable to generate images
as expected. The watermarking-based methods inject well-
designed watermarks into the artistic works before sharing
them. The diffusion model collects and learns the original
images with the injected watermarks in the training process.
Then, the artists can validate the potential infringements by
checking if the features of the watermarks exist in the gener-
ated images. However, the previous strategies face three main
limitations for real-world application. First, both the adversar-
ial perturbation-based and the watermarking-based strategies
need to manipulate the original images, i.e., perturbation or
injecting watermark, inevitably affecting the normal image
generation quality of the model. Second, the effectiveness of
these solutions relies on the integrity of the injected features
and the adversary can utilize the basic image processing meth-
ods (e.g., spatial smoothing (SS) [44] and JPEG compression
(JC) [12]), to reduce the protection effectiveness. Recently,
several perturbation purification methods have been proposed
to purify the image (e.g., IMPRESS [4]), which weaken the
protection of the existing work. Third, since many artistic
works are published in the real world, adversarial perturbation-
based and watermarking-based strategies require manipulation
of the original images before sharing. Thus, they may not suit
the artwork posted online.

Our proposal. In this paper, we propose the first practical
artistic style auditing paradigm, called StyleAuditor, for the
text-to-image models. We are inspired by the fact that artistic
works within an artist’s style share certain representation sim-
ilarities. The adversary fine-tunes the text-to-image models to
mimic the style of the artistic works and generate more images
in this style. Thus, the auditor can mine the style-related
features in an artist’s works to form the auditing basis. Figure 1
provides a schematic diagram of StyleAuditor, where the core
components are the style extractor and discriminator. Since the
entire feature space retains a variety of information about the
original image (e.g., objects, locations, color, style), the auditor
needs to utilize the style extractor to filtrate the irrelevant
information. Then, the auditor adopts the discriminator to
conduct the auditing. The discriminator will output a positive
result if the feature representations of the generated images
closely match those of the original images. Otherwise, the
discriminator produces a negative prediction.

Evaluations. The experimental results show that the auditing
accuracy of StyleAuditor exceeds 90% with false positive rates
less than 1.3%. By comparing original artworks and mimicked
artworks, we find that StyleAuditor can accurately identify
imitations that are difficult to detect by the naked eye.

Contributions. Our contributions are two-fold:

• To our knowledge, StyleAuditor is the first dataset auditing
method for the text-to-image models, using the extracted
style representations as an intrinsic fingerprint of the artist.

• StyleAuditor is an efficient solution that allows the artist to
easily perform the auditing on consumer-grade GPU.

• We demonstrate the effectiveness of StyleAuditor on Stable
Diffusion with the artwork from thirty artists.

Original Artwork Mimicked Artwork

Training with Original Artwork Fine-tuning with Original Artwork

Original Artwork Mimicked Artwork

Fig. 2. An example of stylistic imitation based on Stable Diffusion. Left:
original artwork. Right: generated artwork by Stable Diffusion trained or fine-
tuned on the original artwork.

II. BACKGROUND

A. Text-to-Image Generation

Generative adversarial network (GAN) [15], [9], [19] and
diffusion model (DM) [31], [32], [18] have been used in text-
to-image tasks. GAN in this space might struggle with the
fidelity and diversity of the images. Diffusion models, inspired
by the physical process of diffusion where particles spread
over time, represent a significant development in generative
models. These models function through a two-phase process:
a forward process that gradually adds noise to an image over
a series of steps until it becomes random noise and a reverse
process where the model learns to reverse this, reconstructing
the image from noise. The forward process gradually adds
noise to an image x0 over a series of steps T . This process
can be represented as a Markov chain where each step adds
Gaussian noise.

xt =
√
αtxt−1 +

√
1− αtϵt, (1)

where xt is the noisy image at step t, xt−1 is the image
from the previous step, ϵt is the noise added at step t sampled
from a normal distribution, i.e., ϵt ∼ N (0, I). αt is a variance
schedule determining how much noise to add at each step. It’s
a predefined sequence of numbers between 0 and 1.

The model learns to generate images by reversing the noise
addition in the reverse process. At step t, the model predicts
the noise ϵt added in the forward process and then uses this
to compute the previous step’s image xt−1.

xt−1 =
1√
αt

(
xt −

1− αt√
1− ᾱt

ϵθ(xt, t)

)
, (2)

where ϵθ(xt, t) is the noise predicted by the model (parame-
terized by θ), given xt and the time step t. ᾱt is the cumulative
product of αi up to step t, i.e., ᾱt =

∏t
i=1 αi. The model starts

with a sample of pure noise xT ∼ N (0, I) and applies this
denoising step iteratively to arrive at a generated data point
x0. The model’s training involves learning the parameters θ to
predict the noise ϵt at each step accurately. Diffusion models
excel in generating highly detailed and coherent images, show-
ing great flexibility and stability in training, making them less
prone to issues like mode collapse.

B. Style Mimicry

Style Mimicry Technique. The concept of style mimicry
in the text-to-image field refers to using diffusion models to
create images that closely resemble a specific artistic style.
The first way is to train the diffusion models from scratch
on a large dataset of images that includes the target artists’
artwork. This training allows the model to understand and
replicate these styles. A naive mimicry attack directly queries
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Fig. 3. An example of the application scenario. The artist acquires the
auditing results by comparing the style representations between the original
and generated artwork.

a generic text-to-image model using the name of the victim
artist. For instance, in the left of Figure 2, we utilize Stable
Diffusion to imitate artwork.

However, since the huge overhead for training the main-
stream diffusion models, the adversary tends to fine-tune
diffusion models for style mimicry, i.e., adjusting the diffusion
models by a small set of the target artist’s artwork [13],
[17], [21], [34]. This dataset encompasses unique elements
like specific brushwork, color schemes, and compositional
techniques characteristic of the style. The fine-tuning process
involves continuous learning and adjustment to enhance the
model’s ability to apply these style characteristics accurately
to various images. In the right of Figure 2, we demonstrate the
model’s imitation performance after fine-tuning.

Ethical Concerns. The ease of generating art using AI
might devalue the skill, creativity, and expression involved
in human-made art, diminishing the appreciation of human
creativity. For instance, the artists feel that their unique styles
are being appropriated when the market is flooded with AI-
generated mimicked artwork. This raises questions about IP
rights and copyright infringement. It is important to accurately
determine whether infringement has occurred based on the
images generated by the model, especially when reproducing
styles that are distinct from specific creators.

III. PROBLEM STATEMENT

A. System and Threat Model

Application Scenarios. Comparing training the diffusion
models from scratch, the adversary can easily implement the
style mimicry on a low-end consumer GPU by fine-tuning the
models. Thus, we mainly consider the fine-tuning scenarios
in this work, where the adversary collects a small set of
artwork from an artist and adjusts the models’ parameters to
mimic the artist’s style. Figure 3 illustrates a typical application
cases. Since many artists post their works online, adversaries
can easily collect them from the internet by searching for
the artist’s name. Then, they fine-tune the diffusion model to
generate artwork miming the artist’s style. The artist stumbles
upon the model’s ability to generate artwork similar to his/her
style and thus suspects the model’s unauthorized use of his/her
work for fine-tuning. The artist adopts StyleAuditor to audit
the suspected model and obtains decisions.

Auditor’s Background Knowledge and Capability. The
artist has full access to his/her artwork and a low-end consumer
GPU to extract the style representations. We consider the
auditor to have black-box access to the suspect text-to-image
model. Note that this is the most general and challenging
scenario for the auditor. An adversary leverages several artists’
works to fine-tune the text-to-image model and open model
services to generate artwork with specific artistic styles. The
artist collects the imitated images by querying the suspect
model with pre-defined prompts.

B. Design Challenges

There arise two challenges in the design of StyleAuditor.
The task of discerning and isolating style-specific charac-
teristics from the artwork of a particular artist presents a
significant challenge. The primary obstacle lies in the absence
of a robust mathematical framework to precisely define and
quantify “artistic styles.” Generally, the style of an artwork
is defined by a multifaceted combination of elements, each
contributing to its unique aesthetic and thematic identity, e.g.,
the nuances in brushwork, choice of color palette, subject
matter, composition, perspective, the interplay of light and
shadow, texture, as well as the historical and cultural context
in which the artwork is created. For instance, Claude Monet
is regarded as the quintessential impressionist. Monet’s work
is characterized by his fascination with light and its effects on
the natural world. His series of paintings, like those of water
lilies and the Rouen Cathedral, showcases his exploration of
light and color at different times of day and in varying weather
conditions. Monet’s brushstrokes are fluid and seemingly spon-
taneous, capturing fleeting moments of natural beauty. Edgar
Degas is also considered an impressionist, his style differs
significantly from that of Monet. Degas’s work is noted for
its dynamic compositions and his skill in depicting movement
and human anatomy, often using unusual perspectives.

The adversary might fine-tune the diffusion model on
artwork from different artists to disturb the auditing. If an
adversary wants to imitate a certain artist’s artistic style, fine-
tuning with exclusive images of this style tends to achieve a
better artistic style imitation effect. However, this often results
in the image generated by the fine-tuned model being too
similar to the original image. The artist can easily sense the
style plagiarism with the naked eye. Thus, the adversary can
fine-tune the model by collecting artwork with different styles
to mitigate the impact of a particular artist’s work.

IV. METHODOLOGY

A. Intuition

Inspired by work in style migration [14], [45], we lever-
age latent space representations at different layers from the
convolutional neural networks (CNNs) as the artist’s style
representation. In a CNN, the initial layers typically capture
low-level features such as edges, colors, and textures. The
latent space representations here are more closely related to the
raw images. The deeper layers capture higher-level features.
These may represent more abstract aspects of the images, like
object parts or complex shapes. Then, we train a discriminator
to compress the high-dimensional style representations into a
confidence score for the final auditing.
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Fig. 4. The workflow of StyleAuditor contains three steps, i.e., auxiliary dataset collection, discriminator construction, and auditing process. StyleAuditor
first collects the public artwork and generated artwork by the target text-to-image model, then extracts the multi-granularity style representation to train the
discriminator. Finally, StyleAuditor extracts the style features of mimicked artwork and inputs them into the discriminator to obtain the auditing results.

B. Workflow of StyleAuditor

We refer to the artist whose artwork is being audited as the
target artist, and the target text-to-image model is the suspect
model. If the suspect model is fine-tuned on the target artist’s
artwork, the discriminator should output a positive auditing
result for the suspect model; otherwise, a negative auditing
result. Figure 4 illustrates the workflow of StyleAuditor.

Step 1: Auxiliary Dataset Collection (ADC). The auxiliary
dataset consists of artwork from two sources, i.e., the public
artwork and the generated artwork. The former represents the
images published online, e.g., WikiArt [40] and Artbench [23].
For public artwork, there are many world-famous images com-
monly included in the pre-training of the diffusion model [32],
[37], such as the paintings of Picasso and Da Vinci. We collect
the generated artwork by imitating the artwork of world-
famous artists based on the suspect model. Since the diffusion
model has distortion when imitating the artistic style, i.e., there
is a deviation between the original image and the generated
image even under the same prompts. This bias will cause the
discriminator to mistakenly judge negative samples as positive.
Thus, we integrate the distortion in the discriminator training
by measuring the difference between the generated artwork
and the corresponding public artwork in Step 2.

Step 2: Discriminator Construction (DC). In the second
step, the auditor trains a discriminator based on target artists’
artwork, public artwork, and generated artwork. For ease of
reading, we denote the above three kinds of artwork as Xt,
Xp, and Xg respectively. Recalling the design challenges in
Section III-B, we leverage a VGG model as the style extractor
ϕ and select the output features of the four layers as the style
representations. Then, for each image, we merge the style
representations to form the training sample ϕ(x). We use 1
and -1 as the label value y, where y = 1 represents the artwork
that originates from the target artist (y = −1 if it does not),
to build the training set for the discriminator. During training,
we optimize the parameters of the discriminator fθ using the
following loss function.

L = Lregression + Ldistortion, (3)

Lregression = (y − fθ(ϕ(x)))
2 ,

Ldistortion = (fθ(ϕ(xg))− fθ(ϕ(xp)))
2 ,

where Lregression guides the discriminator to distinguish be-
tween the target artist’s and other artists’ artwork (i.e., x ∈
{Xt, Xp}), and the distortion loss Ldistortion to characterize the
difference between the generated artwork and the correspond-
ing public artwork (i.e., xg ∈ XG, xp ∈ Xp).

Step 3: Auditing Process (AP). After the above two steps,
the auditor obtains the trained discriminator and then conducts
the auditing process. To gather the suspect model’s output
for auditing, the auditor needs to create a set of prompts
to encourage the suspect to produce the mimicked artwork.
We adopt the clip-interrogator [2] as the image captioning to
generate the prompts for each artwork of the target artist. To
encourage the model to incorporate more features of the target
artists in the generated artwork, we include the target artists’
information in the generated caption. The auditor employs the
style extractor to process the mimicked artwork and obtain
their style representations. Then, the discriminator predicts the
confidence scores based on the style representations. The au-
ditor draws a conclusion by comparing the average confidence
score with the preset threshold.

V. EVALUATION

In this section, we evaluate StyleAuditor’s overall auditing
performance. We first describe the experimental setup in Sec-
tion V-A. Then, we present the target model performance and
auditing performance in Section V-B.

A. Experimental Setup

Target Models. We adopt Stable Diffusion (v2.1) in our
experiments, which is a popular and high-performing text-
to-image model trained on 11.5 million images from the
LAION dataset [38]. It utilizes diffusion methods to generate
images and achieves state-of-the-art performance on several
benchmarks [32].

Metrics. We adopt four popularly used metrics to evaluate
the performance of StyleAuditor, i.e., accuracy, area under
the curve (AUC), F1 score, and false positive rate (FPR), and
please refer to Section A for more details.
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TABLE I. A SUMMARY OF THE DATASET SETTINGS

Dataset Fine-tune Text-to-image Model Train Discriminator
#.Users #.Images per User D+ D− #.Training Images #.Validation Images

(U) (I) (50%*U*I) (50%*U*I) (80%*I*2) (20%*I*2)
30 20 300 300 32 8

Original Artwork Mimicked Artwork
w/o Fine-tuning

Mimicked Artwork
w/ Fine-tuning

Fig. 5. Target model performance. The first column displays the original art-
work created by the artists. The second column displays imitations generated
by the text-to-image model before its fine-tuning on the original artwork. The
final column showcases the imitations created after fine-tuning.

Datasets. From [37], [32], the training dataset of Stable
Diffusion includes almost all popular-used public datasets,
such as WikiArt [35], Artistic-Faces Dataset [1], and Painting-
91 [20]. In order to evaluate the performance of StyleAuditor
on data that did not participate in the model training and fine-
tuning process (i.e., negative samples), we built a new dataset
containing the artwork of thirty artists based on fresh-published
datasets [23] and publicly licensed artwork on the internet. In
order to construct the dataset, we used a filtering approach that
relied on clip-retrieval [3] to calculate the similarity score for
each image with respect to a designated dataset. Subsequently,
we picked out images whose similarity score is less than
0.8, i.e., obviously different from the images training dataset
of Stable Diffusion. To ensure an equal representation of all
artists, we randomly selected twenty artwork from each artist.

Experimental Settings. We randomly split the thirty artists
into two groups and utilized the artwork created by the first
group to fine-tune the model. For ease of reading, we note the
first group’s artwork as D+ and the second group’s artwork
as D−. For the prompts, we use CLIP [2] to generate a
description for each artwork and include the artist’s name in
the caption, following the previous work [39]. We fine-tune
Stable Diffusion using dataset D+. During the training of
each artist’s discriminator, we used the original artwork of
each user as positive samples and further divided them into
training samples and validation samples at a ratio of 8:2. For
negative samples, we randomly sampled from the other twenty-
nine artists’ artwork while maintaining a positive-to-negative
ratio of 1:1. We provide a summary of the dataset settings in
Table I. In the auditing process, the threshold is set to zero.

B. Overall Auditing Performance

Target Model Performance. We first investigate the stylistic
imitation ability of the target model, as shown in Figure 5. On
the left-hand side, you will find the original artwork created by
artists. The second part displays mimicked artwork generated
without fine-tuning the target models with the original artwork.
On the other hand, the third part showcases mimicked artwork

TABLE II. OVERALL AUDITING PERFORMANCE FOR FOUR
EVALUATION METRICS. WE REPORT THE MEAN AND STANDARD VARIANCE

OF FIVE REPEATED EXPERIMENTS WITH DIFFERENT RANDOM SEEDS.

Mean Std
Accuracy 0.900 0.021

AUC 0.993 0.005
F1 Score 0.890 0.022

False Positive Rate 0.013 0.027

produced when the target models are fine-tuned on the original
artwork. By comparing these three parts in Figure 5, it becomes
apparent that the target model, after being fine-tuned on the
original artwork, exhibits a discernible ability to imitate artistic
styles. However, detecting the imitation of certain artwork is
not immediately evident, making it challenging to ascertain
through direct visual inspection, as exemplified by the image in
the lower left corner of Figure 5. This underscores the necessity
of utilizing StyleAuditor to identify potential infringements.

Auditing Performance. We evaluate the overall auditing per-
formance of StyleAuditor. The experiments are repeatedly con-
ducted on five random seeds {1, 2, 3, 4, 5}. The auditing per-
formance is shown in Table II. We observe that StyleAuditor
achieves good auditing performance with an auditing accuracy
of up to 90% and an average false positive rate of 1.3%.

VI. CONCLUSION

In this work, we propose a novel artwork auditing method
for the text-to-image models relying on the insight that the
multi-granularity latent representations of the CNN model
can serve as the artist’s style fingerprint. Through multiple
experiments, we show that StyleAuditor is an effective and
efficient solution to protect the IP of the artist. The auditing
accuracy of StyleAuditor can exceed 90% with less than 1.3%
false positive rate, and the artist can easily perform auditing
on consumer-grade GPU.
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APPENDIX

A. The Details of Evaluation Metrics

We use the following four metrics to evaluate the perfor-
mance of StyleAuditor.

• Accuracy. We use accuracy to measure the auditing success
rate. Concretely, accuracy measures the correct prediction of
the total test.

• Area Under the Curve (AUC). For binary classification,
AUC is the measure of the ability of a classifier to distin-
guish between classes when the decision threshold varies.
The AUC is a measure of the model’s ability to distinguish
between positive and negative classes. An AUC score of 1
signifies that a model has achieved perfect prediction, while
a score of 0.5 indicates random guessing.

• F1 Score. F1 Score is a harmonic mean of precision (the
proportion of true positive cases to the member classes) and
recall (the proportion of true positive cases to all correctly
predicted classes), which can provide a better measure of
the incorrectly classified cases than the accuracy metric. A
higher F1 Score indicates better auditing performance.

• False Positive Rate (FPR). FPR evaluates the proportion
of incorrect ownership claims to the total cases. In practice,
a higher FPR degrades the credibility of StyleAuditor.
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