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Abstract—Advanced driver-assistance systems (ADAS) are
widely used by modern vehicle manufacturers to automate, adapt
and enhance vehicle technology for safety and better driving. In
this work, we design a practical attack against automated lane
centering (ALC), a crucial functionality of ADAS, with remote
adversarial patches. We identify that the back of a vehicle is
an effective attack vector and improve the attack robustness
by considering various input frames. The demo includes videos
that show our attack can divert victim vehicle out of lane on a
representative ADAS, Openpilot, in a simulator.

I. INTRODUCTION

Automated Lane Centering (ALC) is a Level-2 driving au-
tomation technology that can automatically adjust the vehicle’s
steering based on the velocity and position of the vehicle
to keep the vehicle in the lane. ALC has been available in
vehicles from many manufacturers due to its convenience.
However, though ALC serves as a convenient feature to have
for the drivers, it is also safety-critical and could lead to severe
consequences once went wrong. Since ALC relies on machine
learning models to detect the lane and machine learning models
are shown vulnerable to adversarial attack, the security of ALC
is at stake.

In this demo, we illustrate the effects of remote adversarial
patch attacks on ALC. While Sato et al. have demonstrated
that ALC is vulnerable to a road patch attack [3], remote
adversarial patch attack could be more easily achieved. Instead
of paving a large and long patch on the road of a specific
location, the proposed attack only requires the attacker to
place an adversarial patch on the back of a vehicle. This
demo builds upon previous works by demonstrating end-to-end
attack impacts through a production-grade simulator, Carla,
and on a commercial level ADAS, Openpilot [1]. By using
a specialized Expectation over Transformation (EoT) [2], we
improve the remote patch robustness to achieve high attack
success rates on diverting the victim vehicle.

II. THREAT MODEL AND ATTACK GOAL

Threat Model. We assume the attacker has full knowledge
of the ADAS used on the victim vehicle as prior works. Using
a white-box setting explores the limit of a powerful attacker
and sheds light on future defenses against it. We also assume
the attacker can place an adversarial patch on the back of a
vehicle, and control the vehicle to drive in front of the victim.
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Fig. 1. RAP-ALC attack that perturbs the victim ALC planned path.
Attack Goal. The attacker’s goal is to cause the ALC

functionality to fail and drive the victim vehicle out of the
lane. This threatens the safety of the passengers in the victim
vehicle and potentially in the vehicles on the next lane.

III. ATTACK DESIGN

We propose a Remote Adversarial Patch attack on ALC
(RAP-ALC) by exploiting the large receptive field of modern
models. We add an adversarial patch on the back of the
attacker’s vehicle in front of the victim vehicle to bend the
predicted planning path of the ALC module in Openpilot. By
incorporating the EoT method in terms of different perspective
transformations and distances, we generate robust patches that
fool the ALC for continuous input frames to increase the end-
to-end attack success rates.

IV. DEMONSTRATION

We plan to demonstrate the proposed RAP-ALC attack in
the Carla simulator on the Openpilot victim system. We use the
V0.8.6 of Openpilot as the target victim system. We assume
the attacker is able to control a Coca-Cola van and print the
adversarial patch on the back of the van. By driving an attacker
vehicle in front of the target victim, we demonstrate that the
victim vehicle will be driven out of the lane. As shown in
Figure 1, Openpilot predicted the correct path to stay in lane (in
red color) while perturbed to the next lane under the RAP-ALC
attack. More demo videos could be found at our website 1.
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