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Abstract—In autonomous driving (AD) vehicles, Multi-Sensor
Fusion (MSF) is used to combine perception results from multiple
sensors such as LiDARs (Light Detection And Ranging) and cam-
eras for both accuracy and robustness. In this work, we design the
first attack that fundamentally defeats MSF-based AD perception
by generating 3D adversarial objects. This demonstration will
include video and figure demonstrations for the generated 3D
adversarial objects and the end-to-end consequences.

I. INTRODUCTION

Autonomous Driving (AD) vehicles are already providing
services on public roads. They have adopted machine learning
(ML) models and achieved promising performance. Recent
studies show that ML models for AD perception are vulnerable
to adversarial attacks. However, they focus on attacking models
for individual sensor. Multi-Sensor Fusion (MSF) mechanisms
have been applied and shown to help improve model robustness
and accuracy, which thus have the potential to correct the
attack effects from any individual sensors. Thus, in current
stage, it is unclear whether adversarial attacks for MSF-based
AD perception can be generated or not.

In this demo, we show our attack MSF-ADV , the first attack
that can fundamentally defeat MSF-based AD perception by
generating physical-world adversarial 3D objects that simulta-
neously fool both LiDAR- and camera-based perception. We
will show the generated adversarial 3D objects, some physical-
world attack demos, and end-to-end attack attack impact demo.

II. THREAT MODEL AND ATTACK GOAL

Threat model. We assume that attacker has the full knowl-
edge of the LiDAR- and camera-based AD perception in the
victim AD system. We also assume that attacker can place an
adversarial 3D object on the road, and can collect the required
sensor data in the target road beforehand to facilitate the attack.

Attack goal. The attack goal is to cause the victim AD
vehicles to fail in detecting the object and thus collide into it.
This threatens the safety of the passengers in AD vehicles.

III. ATTACK DESIGN

For LiDARs and cameras, DNN-based perception has the
state-of-the-art performance and thus is used widely in practice
today. In MSF-ADV , we combine the designs below into
a single optimization problem to simultaneously attack two
models by changing the shape of a 3D object.

Attack design for LiDAR-based perception. First, we use
a differentiable ray-casting renderer to project shape changes
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Fig. 1: Physical-world experiment with real vehicle setup.
The adversarial cube is 3D-printed at 1:1 scale.
of the 3D object to point cloud. Then, we design differentiable
approximation functions to approximate non-differentiable pre-
processing steps. After that, we design an objective function
to reduce the detection confidence of the adversarial object.

Attack design for camera-based perception. Similar to
design for LiDARs, we use a physics-based renderer to project
the shape changes to images, and model the pre-processing
steps. We use objective function from previous work.

IV. DEMONSTRATION PLAN

Demonstration of the generated adversarial 3D object.
We will show benign objects and our generated adversarial 3D
objects in miniature scale and their corresponding images.

Demonstration of physical-world attacks. We will
demonstrate videos [1] of the physical-world attack on Baidu
Apollo [2] under both miniature scale and real vehicle setup.
Fig. 1 shows the physical-world experiment with real vehicle
setup. We use a benign box and 3D print the adversarial one,
which looks like a strange-looking rock. As the results, the
benign cube can be detected, while the adversarial one cannot.

Demonstration of end-to-end attack impact. We will
demonstrate videos [1] of the end-to-end attack impact on AD
by launching attack to a Baidu Apollo [2] AD vehicle running
in LGSVL [3], an production-grade AD simulator. Our demo
will show that the AD vehicle fully stops before the benign
traffic cone while it crashes into the adversarial traffic cone.
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