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Abstract—As 5G networks expand to support increasingly
complex and diverse applications, ensuring robust identification
and authentication of user devices has become a critical re-
quirement for physical layer security. This paper investigates
the potential of machine learning techniques for radio frequency
(RF) fingerprinting as a scalable solution for identifying and
authorizing access to trusted user devices as well as detecting
rogue user devices in 5G networks. Specifically, we evaluate the
performance of three prominent deep learning architectures—
ResNet, Transformer, and LSTM — across various configu-
rations, including spectrogram and raw IQ slice inputs made
from varying packet sizes. The results demonstrate that ResNet
models, when paired with spectrogram inputs, achieve the highest
classification accuracy and scalability, while effectively addressing
challenges such as the Next-Day Effect. Contrary to existing
works, which focus on training deep neural networks (DNNs) for
device classification, we highlight the critical role of spectrograms
in capturing distinct hardware impairments when used to train
DNNs for RF fingerprint extraction. These RF fingerprints are
then used to distinguish between trusted and rogue 5G devices, as
well as for device classification and identification. By identifying
the optimal configurations for these tasks and exploring their
applicability to real-world datasets collected from an outdoor
software-defined radio testbed, this paper provides a pathway
for integrating AI-driven radio frequency fingerprinting for
authentication of user devices in 5G and FutureG networks as a
cornerstone for enhanced physical layer security.

I. INTRODUCTION

The rapid uptake and widespread use of 5G networks has
transformed the landscape for Internet of Things (IoT) systems
with improved data rates, latency, and support for diverse
applications. The benefits of this technology are accompanied
by a variety of security threats, including unauthorized access
and device impersonation. The current commercial 5G security
measures in place fall short in device authentication efforts,
especially against adversarial entities exploiting hardware or
protocol vulnerabilities [2].
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Radio Frequency Fingerprinting (RFF) is a swiftly popular-
izing area of study that is emerging as a promising solution
to address device authentication vulnerabilities amongst other
network uses. RFF leverages a device’s unique hardware
deficiencies detected through its signal transmission to verify
its true identity. Recurring imperfections in a device’s signal
transmission resulting from hardware deficiencies are extracted
and analyzed using machine learning (ML) or deep learning
(DL) techniques so that their unique features can be turned
into a standardized ”fingerprint” for the device [3],[27].

In this paper, we delve into the efficacy of artificial intelli-
gence (AI) in radio device identification to gain insights into
the practicality of using this technology as a reliable part of
the device authentication process in 5G and FutureG networks.
The contributions of this work are as follows:

1) We evaluate three neural network models: Residual
Network (ResNet), Transformer, and Long Short-Term
Memory (LSTM), on their ability to extract discerning
hardware impairments from 5G signal transmissions.

2) We compare combinations of different inputs and DL ar-
chitectures to determine the ideal conditions required to
output consistently accurate device identification results.

3) We assess the scalability of AI technologies covered
in this paper for real-world 5G Radio Access Network
(RAN) physical layer security applications, including
rogue device detection.

This paper aims to explore an approach for advancing
device authentication at the physical layer of a RAN using AI
with a comprehensive analysis of different DL architectures,
configurations, and simulated physical layer security breaches.

II. BACKGROUND

The current device authentication measures in place in 5G
networks are a collection of secure functions in the 5G Core
that ensure only legitimate user equipment (UE) can access
the network. The UE makes its initial contact with the next-
generation Node B (gNB) or base station by performing
the Random Access Channel (RACH) procedure over the
Physical Random Access Channel (PRACH). Upon receiving
this signal, the base station assigns the UE a temporary
identifier and forwards a Registration Request from the UE
to the Access and Mobility Management Function (AMF)
in the 5G Core. The Registration Request consists of an
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encrypted Subscription Permanent Identifier (SUPI), which
can be vulnerable to impersonation. The AMF works with
the Authentication Server Function (AUSF) to retrieve the
authentication credentials for the UE from Unified Data Man-
agement (UDM). The UDM generates authentication vectors
based on the 5G-AKA (Authentication and Key Agreement)
or EAP-AKA’ protocols, which are sent back to the AMF via
the AUSF. The AMF sends the vectors back to the UE in
an Authentication Request, expecting a response back from
the UE. The AMF then validates the UE’s response against
the expected response provided by the AUSF. If the responses
at both ends match, the authentication is successful and after
establishing security modes and resource allocation, the AMF
sends the UE a Registration Accept message. With that the
device is authenticated and securely connected to the 5G
Network [1],[26].

Even with advanced cryptographic techniques and encryp-
tion this process has vulnerabilities making it susceptible to at-
tacks for unauthorized network access. A common method em-
ployed by malicious entities to breach this process’s security
is device impersonation or spoofing, in which an unauthorized
device poses as a legitimate one to connect to the network by
using another legitimate device’s SUPI or International Mobile
Subscriber Identity (IMSI). These credentials can be stolen in a
variety of ways including SIM cloning, authentication database
breaches, signal interceptors, Man-in-the-Middle Attacks, fake
base stations, malware, etc. [2],[4],[5]. Although there are
many layers of security in place in current authentication
protocols, they are mainly focused on verifying credentials
put forth by a UE while neglecting its physical identity. This
means that a device’s credentials may be legitimate but they
may not actually belong to that device [6],[26].

Physically, all devices are attributed with minuscule differ-
ences through the manufacturing process, even if their designs
and systems are identical. These differences show up in subtle
ways through a device’s manner of transmitting signals such
as nonlinearities, in-phase and quadrature (IQ) imbalance,
noise, timing, and frequency offset caused by slight hardware
imperfections [7],[8],[26]. These features can be found through
the transmitter’s raw IQ data (extractable from the receiving
gNB’s physical layer) but they are imperceptible by simple
analysis, for which we turn to AI [27].

In this paper, we explore three types of neural networks
renowned for their ability to detect and extract intricate
features from input data:

1) ResNet: a neural network known for its residual connec-
tions, which effectively address the vanishing gradient
problem and enable the training of very deep networks,
making it highly effective at extracting hierarchical
features from complex data [9].

2) Transformer: a neural network that excels in captur-
ing long-range dependencies and relationships within
input data using self-attention mechanisms, making it
particularly adept at identifying intricate patterns across
sequences or spatial dimensions [10].

3) LSTM: a neural network designed to capture temporal
dependencies and context over long sequences with its

gated architecture, which allows it to selectively retain
and forget information, making it ideal for sequential
data analysis [11].

In its current monolithic design, the physical layer of the
5G RAN and the raw IQ data exchange within, are relatively
inaccessible. Understanding the value of analyzing raw IQ data
and implementing RFF for device identification will guide the
design of 5G and FutureG Open RANs which could integrate
such functions for increased security and resiliency.

III. RELATED WORK

Despite substantial progress, many gaps remain in under-
standing the comparative performance of different DL archi-
tectures on 5G data and their respective ability to generalize
across diverse network conditions. This paper seeks to address
these gaps by systematically evaluating multiple architectures
and input representations.

Feature extraction in radio frequency (RF) focuses on iden-
tifying unique device characteristics embedded in transmitted
signals. DL techniques have revolutionized this process by
reducing the need for manual preprocessing and leveraging
raw IQ samples or spectrograms for robust representation [27].
Device-specific fingerprints are a direct result of manufac-
turing variations in RF circuitry components such as power
amplifiers, frequency mixers, and oscillators [7],[8]. Convolu-
tional neural networks (CNNs) and transformer-based models
have demonstrated the ability to classify these fingerprints with
high precision for WiFi and LoRa devices [12]-[18].

In the context of 5G networks, RFF-based techniques
provide viable solutions for secure device identification and
localization [19],[26]. In a recent publication, PRACH signal
analysis and differential constellation trace figure (DCTF)
representation have shown promising results in identifying
devices under varying channel conditions [20]. Additionally,
there are examples of IQ data from 5G transmissions from
Software Defined Radios (SDRs) being successfully classified
using CNNs and DL in [21], [28]. However, significant chal-
lenges remain, including channel-induced variability and the
Next-Day Effect (also referred to as “Day-After-Tomorrow”
effect in related literature), which refers to the degradation of
identification performance over time [22].

While numerous studies on RFF focus on DL applications,
few systematically compare different architectures or input
representations in the specific context of 5G networks. Ad-
ditionally, the lack of standardized datasets poses a signif-
icant barrier to reproducibility and cross-study evaluations.
Furthermore, challenges related to scalability and real-world
deployment arising from environmental variability and poten-
tial adversarial conditions require further exploration [27].

IV. METHODS FOR DEVICE AUTHENTICATION

A. Device Identification via AI Classification
In this part of the paper, we consider the three kinds of

neural networks described in the previous section to carry
out device identification/classification. The architecture of the
ResNet, Transfomer, and LSTM models (Figure 1) remain
constant throughout this portion of the experiment to capture
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Fig. 1. Classifier models (left to right): ResNet, Transformer, & LSTM. 1

the effect of manipulating model inputs. The set of inputs con-
sists of 10 versions of the signal dataset used for training and
classification, where each version is a different representation
of the data as raw IQ slices or spectrograms made using one
of the 5 packet sizes (see Section V-B for more details). These
variations allow for a comparison of the models’ capabilities
in handling different representations of the same data. The
output for both experiments is a soft-max classification result,
represented in a one-hot encoded format to clearly identify
distinct classes, which in this case is a fixed set of 3 devices.
In this section, the model is trained to minimize identity
loss directly from the model output to focus it as strictly
a classification task. This is changed in the second part of
the paper described in the next subsection. Holistically, this
setup aims to demonstrate the potential of a specific neural
network architecture to effectively extract meaningful features
from 5G data, irrespective of whether the input is in raw time-
series format or spectrogram representation. The models are
assessed on their ability to accurately interpret and contextu-
alize these features, ultimately establishing a foundation for
their performance in differentiating between various UEs in
a 5G network. Since this set of experiments is not directly
related to the process of RFF, it does not need to be recreated
in order to carry out the second section of the study.

B. Device RF Fingerprinting via AI Feature Extractors
In this part of the paper, we consider the same neural

network architectures as before but this time used for RFF
1For parts of the experiment where spectrogram inputs are used, all the 1D

layers change to 2D versions with the rest remaining the same (for example,
AveragePooling1D turns into AveragePooling2D). In all Transformer models
X = 2 with slice inputs and X = 200 when the input is spectrograms.
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Fig. 2. Feature extractor modification & Triplet network.

extraction which will then be used for device identification.
Keeping practical applications in mind, the goal is to distin-
guish between trusted and non-trusted devices, successfully
identify a rogue device masquerading amongst a set of le-
gitimate devices on the basis of being able to distinguish
each device based solely on its IQ data. The experiments
described in the prior section lend the assumption that ResNet,
Transformer, and LSTM models are able to decipher patterns
of discerning hardware impairments to varying degrees. With
this idea, three feature extractor models are created based on
the ResNet, Transformer, and LSTM neural networks from
the previous section with the main change in architecture
being the output of a 512-element vector representing the radio
fingerprint of the input (Figure 2).

The feature extractor is part of a triplet network that receives
batches of anchor and positive inputs from a particular device’s
set of packets and negative inputs from a different device.
These 3 inputs are all processed through a feature extractor
to obtain anchor, positive, and negative radio fingerprints and
the feature extractor is trained by minimizing the triplet loss
of the 3 radio fingerprints (Figure 2). This setup allows us to
compare classification and rogue device detection outputs of
each configuration by manipulating the inputs (10 versions of
the same IQ signal data with varying representation methods
and packet sizes like in the previous section).

Rogue device detection and device classification both use
the k-Nearest-Neighbor (kNN) algorithm on radio fingerprints
produced using a trained feature extractor model. IQ data from
a set of enrolled or legitimate devices is preprocessed based
on the choice of raw IQ slice or spectrogram and packet size
and then it is processed through a trained feature extractor
to produce radio fingerprints. These legitimate device radio
fingerprints and their associated labels are used to initiate
and train a kNN classifier. For device classification, a set of
unlabeled IQ data from the same devices used in training
the kNN classifier is preprocessed and fingerprinted in the
same way for the trained kNN classifier to predict device
labels. The classification accuracy score is based on kNN label
prediction and this is the main metric used to determine the
performance of the feature extractor and input configuration
as a whole. Rogue device detection is done in a similar way
up to and including the point of enrolling legitimate device
radio fingerprints into the kNN classifier. For testing the rogue
detection function, unlabeled data from both legitimate and
rogue devices are combined together and a number of nearest
enrolled neighbors to each of the test fingerprints is found
using the trained kNN classifier. A detection score is calculated
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Fig. 3. Hardware setup for device authentication experiment.

as the mean distance to the nearest 15 neighbors of each
test device sample. Based on this detection score, the test
set labels are assigned as 1 for a legitimate device and 0
for a rogue device. The performance of the rogue device
detection function is determined mainly from its Receiver
Operating Characteristic (ROC) curve, which is based on
the False Positive Rate (FPR) and True Positive Rate (TPR)
of the classifier. The area under the ROC curve (AUC) is
the main metric used for ranking the rogue device detection
performance for each combined feature extractor and input
configuration [26].

The objective of this part of the study is to evaluate the
efficacy of creating RFFs using 3 kinds of DL models with
different representations of IQ data. This idea is driven by
the need for scalability. Without relying solely on direct
classification, we could explore the development of RFF
databases that can be continuously accessed and modified by
the network through device authentication. RFF feature extrac-
tion and device classification model training could also take
place offline independently of real-time device authentication
processes to avoid creating a system bottleneck. The results
of this experiment yield a baseline understanding of how AI
could be integrated into future RANs to enhance security.

V. EXPERIMENTAL SETUP

A. Data Source

The various datasets created for use in this experiment are
sourced from the published PAWR dataset by the POWDER
Platform. This PAWR dataset contains continuous streams
of 5G New Radio (NR) IQ data from 4 different SDRs
transmitting to a central SDR base station acting as their gNB
in an outdoor university campus setting (Figure 3). Each UE
radio is configured to transmit 5G NR standard-complaint
frames that were generated using MATLAB’s 5G toolbox.
The incoming signals were sampled in the gNB at a rate of
7.69 mega-samples per second (MS/s) at a center frequency
of 2.685 GHz, corresponding to 5G NR in LTE Band 7. The
contents of the PAWR dataset consist of all 4 UEs’ data. Each
UE has 5 sets of 5.3 million consecutive IQ data points, with
each set collected approximately 10 seconds apart. Although
the original dataset also included WiFi and LTE signals, we
focus only on the 5G NR transmission data [21].

All UEs utilized bit-similar USRP X310 radios as trans-
mitters, while the gNB was implemented using a USRP B210
radio. The spatial configuration of the UEs and the gNB varied,
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with distances ranging from 300 meters to 1 kilometer. The
entire data collection process was repeated on the next day to
provide temporal variability for evaluation. We leverage both
days of data to gain insights on the Next-Day Effect. This
effect in RFF is known as a pattern of device classification
efficacy of a DL model gradually declining over the days
following model training due to channel variability, i.e., a
model or system trained with Day 1 data will classify Day
1 data better than Day 2 data even if Day 2 data is from the
exact same devices as Day 1 [22].

B. Data Preprocessing

The raw IQ data streams from the PAWR dataset are re-
packaged and further processed before they are used as inputs
for the DL systems. Raw IQ data gathered over a single day
from all devices is segmented into consecutive packets of a
determined size and combined in a single table as shown in
Figure 4. In this experiment, we want to observe the effect of
packet size on device identification, the packet sizes used in
this experiment are: 76900, 38450, 7690, 3845, and 769 IQ
samples per packet. A separate version of each data collection
day’s training data set, enrollment data set, test data set, and
rogue device data set is created in each of the 5 packet sizes,
which totals to 40 files used as inputs for this experiment.

The series of packet sizes for testing are determined based
on the length of the data frame of the 5G transmission being
used in this study. A typical 5G data frame is approximately 10
ms long and since the transmission is sampled at 7.69 MS/s,
each data frame contains approximately 76900 samples [23].
The starting packet size coincides with the size of a whole
data frame. This is also referred to as a full-resolution packet
size throughout the rest of the paper. The other packet sizes
38450, 7690, 3845, and 769, coincide with 50%, 10%, 5%,
and 1% of the full-resolution packet size respectively.

For the parts of the paper utilizing IQ slices, the complex
value contents of the input files are split so that each packet
has 2 rows of the length of the experimenting packet size,
the first row containing the real values of the IQ samples
and the second row containing its respective imaginary values
(Figure 6). This is the processed input received by each device
classifier and feature extractor model (via the triplet loss
network) for IQ slice experiments.

For the parts of the paper that use spectrogram inputs,
the complex IQ data values of the input files are normalized
in each packet and then converted into spectrograms. The
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spectrograms are created out of each packet using Short Time
Fourier Transform (STFT) with the following specifications:
boxcar window, 200 frequency bins (length of segment in
number of samples), 175 overlapping samples, and 200 points
for the Fourier Transform. Then, to make the spectrograms
channel-independent, values in each channel of the spec-
trogram are divided by its preceding channel’s values with
the assumption that what is left behind are the hardware
impairments [25]. With memory limitations in mind, each
spectrogram is then cropped to only use the center 40% along
the time axis while keeping the entire frequency range intact
(Figure 5). Cropped spectrograms are the input received by
both the device classifier and feature extractor models to test
device identification from visual IQ data representation.

C. Training and Evaluation Process

The hyperparameters for both the classifier models and
feature extraction models were configured as follows: the
learning rate was set to RMSProp 1e-3, and the batch size
was set to 20. For triplet loss, where applicable, the margin
was set to 0.1. For kNN classification, the number of neighbors
was fixed at 15 for all kNN functions.

Training for all models is done using 267 packets per
legitimate device. This limitation arises from the minimum
number of packets available across all packet sizes. Of these,
10% of the training data is allocated for validation during
the training process. For testing, 34 packets per legitimate
device were used in both parts of the study. In the radio
fingerprint extraction experiment, the kNN classifiers were
trained using extracted radio fingerprints of the enrollment
dataset containing 69 packets from each legitimate device
(unused packets from the same devices used in training). For
the rogue detection experiment, the test dataset combined 34
packets from each legitimate device with 34 packets from
the rogue device. We considered 3 legitimate devices for
all experiments and included 1 rogue device for the rogue
detection process.

The experiments were conducted using 5 different packet
sizes, cycling through all 4 combinations of training on Day
1 or Day 2 data and evaluating on Day 1 or Day 2 data. For
each run of the experiment (for a particular combination of
packet size, training day data, and evaluation day data) the
model (classifiers and feature extractors) trains and evaluates
(classifies devices or classify radio fingerprints and detects
rogue devices for the triplet network) 5 times using the
average of 5 runs to represent the performance metric of
a certain configuration. This setup ensures a comprehensive
evaluation of the models’ performance under various temporal
and data conditions while accounting for variability introduced
by different packet sizes and cross-day training and evaluation.

VI. EXPERIMENTAL RESULTS

A. Slice and Spectrogram Classification
First, we evaluated the general ability of the 3 neural

networks with direct one-hot classification of 3 UEs, which
revealed many insights with respect to the choice of model,
packet size, and input form.

1) Effect of Input Configuration: Based solely on the
classification accuracy, a general trend observed across all
models and input representations is that inputs to any model
made from a larger packet-size database would yield better
accuracy scores that decrease proportionally as the packet
sizes get smaller. However, there is also a trade-off in time
and resources spent for training and classifying with larger
packet sizes. We observe proof of that through the training
and classification of each model type increasing exponentially
with packet sizes. In cases where the models are working
with slices instead of spectrograms, this effect is much more
noticeable. Although, the longer training times are associated
with larger packet sizes, larger packet sizes do not necessarily
ensure higher accuracy. This pattern is also observed in overall
classification times of each configuration.

In comparing the outcomes of using different representa-
tions of the same transmission for direct device classification,
spectrograms emerge as the clear best method (Figure 7).
Using slices, each model’s ability to distinguish each UE vary
from mid-range to poor across any combination of train-day
data and classification-day data. Using spectrograms enables
the use of all three neural network models with large packet
sizes to produce excellent classification results. This indicates
that spectrograms are more compatible with all model archi-
tectures with respect to computing power and time limitations.

Transformers models run out of memory in the process of
carrying out tensor math and positional encoding from a full
resolution slice input due to their high memory and com-
putational requirements. In our experiment, the Transformer
could only accept slices in packet sizes of 769 for training
and classification but it performed according to the general
trend of improved classification accuracy with larger packet
sizes for spectrogram inputs.

LSTM models fail to classify slices effectively, achieving
only 33% accuracy across all packet sizes of slices but also
perform according to the trend of better classification accuracy
with spectrograms from larger packets. Additionally, using IQ
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Fig. 7. Comparing average classification accuracy of the ResNet, Transformer, and LSTM models.

slices as inputs for LSTMs, results in excessively long training
times with large packets with no improvement in accuracy.

ResNet models contradict the trend of larger packet sizes
when using raw IQ slices. With slice inputs we observe
that classification scores are getting lower as the packet size
increases. However with spectrogram inputs, decreasing the
packet size used for creating spectrograms leads to a faint but
noticeable decline in classification accuracy. Training times are
nearly halved when using IQ slice inputs over spectrograms
but the accuracy also significantly decreases. ResNets exhibit
greater consistency in performance, especially with smaller
packet sizes, for both spectrogram and slice inputs.

2) The Next-Day Effect: Models trained on Day 1 data
experience a notable drop in classification accuracy when
classifying Day 2 data. However, this accuracy gap is less
pronounced when classifying Day 1 data using a model
trained on Day 2 data. Same-day training and classification
consistently yield high accuracies. In comparing the effect of
IQ representation for training, specifically with ResNet, we
noticed that using spectrograms improves classification ability
by up to 15%.

3) Overall Outcomes: The combination of ResNet and
spectrogram inputs achieves the best classification perfor-
mance, delivering the highest accuracy with significantly lower
training and classification times compared to other models.
A ResNet model trained with full-resolution packet sizes,
particularly spectrogram inputs, emerges as the most effective
approach for distinguishing 5G devices based on their trans-
mission features. However, ResNet does not outperform other
models in mitigating the Next-Day Effect with large packet
spectrogram inputs. LSTMs and Transformers struggle with
producing results on par with ResNet, especially using IQ slice
data. Additionally, they are computationally demanding and
need a higher degree of input optimization to avoid excessive
training time and space or out-of-memory issues.

B. RF Fingerprint Extraction
This part of the paper evaluates the same three DL models

from the previous section repurposed for extracting RFF as
part of an architecture design inspired by real-world device
authentication in 5G and FutureG. The objective is to deter-
mine whether AI can effectively capture discernible features
to distinguish between enrolled trusted user devices and rogue
devices. This approach aims to establish an understanding of

scalable and standardized authentication mechanisms for 5G
networks with potential to adapt to FutureG networks with
appropriate adjustments.

1) Effect of Input Configuration: With respect to packet
sizes, larger packet sizes are consistently associated with im-
proved classification and rogue detection accuracy. However,
computational and memory constraints limit the performance
of Transformer networks when processing large packet slices.
When spectrogram inputs are used, larger packet sizes lead to
consistently better results across all three models, albeit with
increased training, classification, and rogue detection times.

In terms of classification performance, LSTMs and Trans-
formers both perform slightly better on average as classifiers
compared to raw RFF extractors when spectrograms are used
as inputs. Transformers show performance comparable to
LSTMs when using spectrogram inputs but are challenged by
raw IQ slice inputs, suffering from computational inefficien-
cies and out-of-memory issues beyond the packet size of 7690.
Both LSTMs and Transformers exhibit slower training and
inference times for classifying and detecting rogue devices.

The ResNet model emerged as the most effective for both
device classification and rogue detection (Figure 8). ResNet
demonstrates high accuracy with both spectrograms and raw
IQ slices, particularly with larger packet sizes. Notably, the
ResNet model is able to train, classify, and detect rogue
devices more efficiently with spectrogram inputs. Even though
training is significantly longer than the other models with both
forms of input, ResNet-based classification and rogue device
detection takes approximately the same amount of time. When
using IQ slices, ResNet exhibits slightly lower classification
accuracy, and the Next-Day Effect is more pronounced.

2) The Next-Day Effect: Despite this, the Next-Day Effect
was significantly reduced by using RFF extraction methods
compared to plain device classification. In some cases, es-
pecially with ResNet models trained on spectrograms derived
from large packets, the Next-Day Effect was nearly eliminated
when comparing classification accuracies (Figure 9).

3) Overall Outcomes: In summary, the optimal configu-
ration for device identification and rogue device detection
using RFF extraction involves ResNet models with larger
packets and spectrogram inputs. For the highest classification
accuracy and robust rogue detection metrics, full-resolution
spectrograms are preferred. However, medium packet sizes
can also be reliably supported. When the number of training
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Fig. 8. Comparing trusted and rogue device identification capabilities of the RFF triplet networks using ResNet, Transfomer, and LSTM feature extractor
models.

packets is limited, spectrograms remain the best input choice
for ResNet due to their efficiency and accuracy. For faster
classification and rogue device detection with near-perfect
accuracy, offline training with a greater number of large packet
slices is recommended. In contrast, LSTMs and Transformers
are less capable of achieving comparable quality and speed
when working with similar inputs and packet size constraints.
These findings underscore the potential of ResNet models for
scalable and efficient RFF in 5G user device authentication.

VII. DISCUSSION

A. Analysis of Results
Although generating spectrograms introduces additional

complexity in terms of computational and memory require-
ments, they remain the most effective medium for RFF.
Spectrograms provide a clearer representation of hardware
deficiencies compared to raw IQ samples, as evidenced by the
substantial mitigation of the Next-Day Effect when spectro-
grams are used instead of slices. Furthermore, spectrograms
offer greater reliability due to their superior classification
accuracy, particularly when combined with ResNet models
operating at full-packet-size configurations (Figure 10). This
combination achieves near-perfect accuracy compared to slices
under identical conditions. Spectrograms are also advanta-
geous for scalability. By maintaining a consistent number of
features or frequency bins in the spectrogram, both larger and
smaller frame sizes can be supported for device authentica-
tion, provided the full bandwidth of the signal is preserved.
Although training and classification with spectrograms require
more time compared to slices, they consistently produce better
results, even with limited data. This superior performance can
be attributed to the effectiveness of time-frequency represen-
tations in capturing distinct transmitter features, as opposed to
time-series data. This finding strongly supports the idea that
hardware impairments in transmitters are best characterized in
the time-frequency domain, and since models achieve optimal
performance at full-frame packet sizes, these impairments
likely recur at specific frequencies but could appear at any
point along the frame. Consequently, spectrograms are the
most reliable input for creating “unique RFFs” for each device.

However, the use of spectrograms does come with trade-
offs. Their computational demands are higher than those

of slices, even when using the same packet size. To make
spectrogram-based RFF feasible for practical applications,
passive and time-intensive processes, such as model training
and device enrollment, may need to be conducted offline.
Additionally, accelerating rogue device detection would re-
quire hyperparameter optimization and potentially the use of
dedicated high-performance hardware.

LSTM and Transformer networks are less suitable for RFF
applications. To achieve performance comparable to ResNet
models, these networks would need significantly increased
complexity, such as deeper architectures, which would lead to
higher computational costs and longer processing times. This
makes LSTM and Transformer networks impractical for real-
world deployment compared to the efficiency and reliability
offered by ResNet when using spectrograms.

B. Limitations

This paper faced several limitations that could influence
the generalization and robustness of the results. First, the
experiments are based on a public dataset, therefore, lack
verification of the exact controlled signal transmitted by the
UEs to the base station. Ensuring that the same signal is
transmitted by each UE on all days would better isolate
hardware deficiencies and minimize the risk of inadvertently
capturing features specific to the transmitted signal itself.

In the context of 5G, the PRACH process used during
network attachment includes various formats and preamble
lengths. The impact of different PRACH formats and pream-
bles on model training and classification was not explored. Fu-
ture work should investigate whether it is necessary to include
all combinations of PRACH configurations to standardize the
training process or whether certain models, such as ResNet,
remain unaffected by such variations.

Lastly, the diversity of transmitter models used in the exper-
iment was limited. To improve the robustness of the findings,
future research should involve a larger set of UEs and a
broader variety of transmitter models. This would help ensure
that the models generalize well across diverse hardware con-
figurations and are applicable to real-world scenarios. These
limitations highlight opportunities for further investigation to
enhance the applicability and scalability of RFF techniques.
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Fig. 9. Effects of training feature extractor models with Day 1 data for classification and rogue device detection with Day 2 data - Next-Day Effect.
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Fig. 10. Comparing classification consistency in RFF triplet network models
using ResNet and LSTM.

VIII. CONCLUSIONS

A. Summary of findings
The findings of this study highlight the superiority of

ResNet models over Transformers and LSTMs in terms of
device identification and rogue device detection, particularly
when working with limited input data. ResNet demonstrates
the ability to effectively discern transmitter features, making
it the most suitable model for RFF tasks. Additionally, spec-
trogram inputs significantly outperform IQ slices in device
recognition, emphasizing that transmitter-specific features are
more distinct in the time-frequency domain than in the time
domain. At full resolution, channel independent spectrograms
yield such reliable results that the Next-Day Effect -a common
challenge in temporal data consistency- is nearly resolved.

While larger packet sizes generally improve training and in-
ference accuracy, ResNet models can perform reasonably well
with less than full-resolution packets, further demonstrating
their adaptability and efficiency. As a result, ResNet could be a
practical and effective solution for real-world RFF extraction.
Moreover, the classification of extracted RFFs is shown to
scale well and be robust to the Next-Day Effect.

Although Transformers and LSTMs currently lag behind in
performance, their potential can be realized by constraining
inputs to large packet spectrograms and incorporating substan-
tial hardware upgrades to handle the computational complexity
required for efficient training and inference. These findings
underscore the critical role of input types and DL architectural
efficiency in achieving high-performing, scalable solutions for
5G device authentication.

B. Future Directions

This paper utilized channel-independent spectrograms as the
sole visual representation of raw IQ data. Future work could
explore alternative visual representations, such as constellation
plots, which might better capture hardware impairments and
transmitter characteristics. Such representations could enhance
the discriminatory power of the models and improve overall
performance of device identification.

In this experiment, the largest packet size corresponded to
the full length of a single data frame. Future experiments
could investigate the impact of varying packet sizes, such as
multiples of the data frame length (e.g., 1(data frame), 2(data
frame), 3(data frame), etc.) to evaluate the trade-offs between
accuracy, computational efficiency, and data resolution.

Further development of the architectures used in this study is
also warranted. More complex configurations, such as deeper
architectures with additional layers, attention heads, or other
modifications, could be evaluated to improve performance.
Additionally, experimenting with alternative classifiers beyond
kNN may offer valuable insights and potentially better results
for certain applications.

Finally, a key avenue for future exploration is the adaptation
of this methodology as an authentication protocol or as part
of an app in the Open RAN stack [24]. This adaptation
would require ensuring that the process meets stringent time
constraints while maintaining the high accuracy and scalability
demonstrated in this study [27]. A potential experimental setup
to evaluate the practicality of this method involves deploying
an Open RAN gNB with custom applications and interfaces to
authenticate the physical identity of multiple 5G UEs (instead
of SDRs with simulated 5G signals) using RFF. Such research
could pave the way for practical deployment of RFF in real-
world 5G and FutureG network configurations.
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