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Abstract—The emergence of the 5G Open Radio Access Net-
work (O-RAN) architecture introduces increased flexibility and
modularity to cellular networks, but its sudden shift toward
software-centric and multi-vendor deployments also expands the
software supply chain (SSC) attack surface, which is particularly
concerning given the critical role of 5G infrastructure. SSC
vulnerabilities can lead to severe consequences, including service
disruption, unauthorized backdoors, and code injection. In this
work, we systematically identify and analyze SSC vulnerabilities
in O-RAN RAN Intelligent Controller, which performs latency-
sensitive edge control and optimization in 5G networks. Us-
ing static analysis tools, we evaluate production-grade O-RAN
components primarily implemented in Go and find 57 security-
relevant issues after manual validation. We highlight key limita-
tions of off-the-shelf analyzers, quantify false-positive results, and
contextualize identified risks within O-RAN deployments. Our
findings emphasize the need for improved SSC security practices
tailored to O-RAN systems.

I. INTRODUCTION

To meet 5G’s demands of high bandwidth, low latency,
and massive device connectivity, the Open Radio Access
Network (O-RAN) architecture has been proposed [1]. O-
RAN introduces software-defined control and open interfaces
to increase flexibility and interoperability among radio compo-
nents, enabling multi-vendor support, reduced costs, and rapid
development and deployment cycles. However, this openness
and software-centric design also expand the attack surface,
exposing O-RAN systems to critical software security threats
such as memory safety violations, remote code executions,
logical vulnerabilities such as authentication bypass, and ser-
vice degradation [2]–[4]. In this work, we focus on security
risks introduced through the software supply chain (SSC) [5]–
[8], which remain under-examined in O-RAN due to complex
inter-component interactions, deep dependency chains, and
fragmented build and deployment pipelines. SSC vulnera-
bilities could arise from poor coding practices, developer
oversights, or malicious backdoors [5]–[7] and lead to severe
consequences [6], [7], including system crashes and remote
code execution. As 5G and O-RAN are increasingly adopted to

support critical communication systems [9], [10], the need for
rigorous supply chain risk management to ensure the security
and resilience of 5G systems is further emphasized [11].

Static program analysis enables early identification of vul-
nerabilities without requiring code execution or reliance on
observed runtime behavior. While dynamic analysis is also
effective in detecting vulnerabilities in mobile RAN [4], [12]–
[14], its reliance on deployment-dependent testbeds, realistic
message traces, and complex orchestration makes it less suit-
able as a lightweight check that can be integrated into daily
development pipelines. Conversely, static analysis scales well
to large and deeply nested dependencies and is more readily
applicable across evolving, multi-vendor O-RAN ecosystems.

In this work, we apply static analysis tools to 12 O-
RAN RAN Intelligent Controller (RIC) components, which
are central to intelligent edge control of RAN nodes and
radio resources, covering both platforming components and
xApps. Security issues in the RIC can propagate to other
RAN elements, including Distributed Units (O-DUs) and
Centralized Units (O-CUs) via the E2 interface, amplifying
their potential impact. Most open-source O-RAN implemen-
tations are written in Go, which is widely adopted for its
memory-safety properties and cloud-native support. However,
prior work has shown that Go ecosystems remain susceptible
to software supply chain vulnerabilities, particularly through
third-party dependencies [15]. Rather than aiming to discover
new vulnerabilities through fuzzing [4], [14] or other testing
techniques [12], [13] that require extensive harnessing and
deployment-specific setup, we focus on identifying supply
chain risks arising from known vulnerability patterns and
vulnerable dependencies using readily available static check-
ers. We apply Go-specific static analysis tools [16]–[18] to
production-grade O-RAN codebases [19], [20], uncovering 57
valid security-relevant issues alongside 65 false positives that
introduce significant noise for operators. Our goal is not to
survey static analysis tools, but to provide a manually validated
empirical characterization of their precision and failure modes
on O-RAN RIC codebases. Based on these findings, we
highlight the need for O-RAN-specific context and CI/CD
integration to improve the precision and operational usefulness
of static supply chain security analysis.

To summarize, we make the following contributions.
• We present a manually validated empirical evaluation of

four widely used static analyzers on production-grade O-
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RAN Near-RT RIC repositories.
• We quantify precision gaps across tools and identify key

sources of false positives in real RIC codebases, high-
lighting practical limitations of generic static analysis.

• Based on these insights, we derive actionable implica-
tions for O-RAN CI/CD security testing, arguing that
reachability- and repository-structure-aware scanning are
key requirements for effective O-RAN hardening.

II. BACKGROUND AND RELATED WORKS

O-RAN disaggregates the traditionally monolithic RAN into
modular components connected by standardized interfaces
(Figure 1), enabling interoperability and rapid feature deliv-
ery [1]. RAN Intelligent Controllers (RICs) provide software-
defined control and optimization at the network edge through
modular applications (xApps/rApps) [21]. This openness ex-
pands the software supply chain (SSC), as each component
depends on direct and transitive third-party packages and
multi-vendor applications, making dependency compromise
and vulnerable updates critical security threats [6], [7].
Prior works. Prior work explains why SSC threats are preva-
lent and hard to detect at scale in various domains [5]–[8],
[22]–[28]. Empirical evaluations show static analyzers often
have uneven coverage and high false-positive rates, requiring
extensive manual validation [29]. In the cellular domain, most
prior systems [4], [12]–[14] focus on discovering new vulner-
abilities through domain-informed dynamic or specification-
aware analysis. In contrast, our work targets software supply
chain risk by identifying known vulnerability patterns and
dependency-related issues in real RIC codebases. In O-RAN
components, Thimmaraju et al. identify security issues from
deployment and interface configurations [30]. This work is
orthogonal, as we focus on SSC risk introduced through third-
party dependencies and multi-vendor components.
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Fig. 1: O-RAN architecture

III. ANALYSIS OVERVIEW

A. SSC Analysis Challenges in O-RAN

O-RAN’s multi-vendor, modular architecture significantly
amplifies software supply chain (SSC) risk. The complex inter-
dependencies and control-plane interactions among compo-
nents further enable faults or malicious behaviors to propagate
to RAN nodes and end users [6], [31]. Detecting SSC issues

TABLE I: Static analysis tools evaluated

Tool Focus Mechanism Key Limitation

Staticcheck [18] correctness/quality SSA/control-flow not security-specific
Govulncheck [16] dependency CVEs import/reachability only known CVEs
Gosec [17] security patterns AST/rule-based context-limited; FP-prone
CodeQL [33] semantic code

scanning
queries + taint/-
dataflow

build/extraction + context
still required

in O-RAN systems, however, is challenging due to strong
context dependence and ecosystem heterogeneity. Malicious or
vulnerable behaviors are only exploitable under specific calling
paths, configurations, or deployment modes, while static anal-
ysis tools that ignore calling context and function semantics
often generate excessive false positives (§V-C2). Furthermore,
the multi-repository, dependency-heavy RIC ecosystems re-
quire manual, context-aware validation to interpret findings in
realistic RIC workflows [6], [32].

B. Evaluated Static Analysis Tools

We use 4 complementary Go tools to balance SSC cov-
erage and precision (Table I): (i) govulncheck [16] for
known-vulnerability reporting with call-graph reachability; (ii)
gosec [17] for security anti-pattern detection via AST/rule-
based analysis; (iii) staticcheck [18] for correctness and
quality issues that can become security-relevant; and (iv)
CodeQL [33] to identify program anti-patterns, dataflow vul-
nerabilities, and non-Go issues (e.g., C/C++ calls in Go).

IV. METHODOLOGY

A. Target Components and Scope

We choose Go-based RIC services, SDKs, and xApps from
two commercially-adopted [34], [35] open-source O-RAN
systems: the O-RAN Software Community (OSC) [19] and
ONOS SD-RAN [20] (Table IV in Appendix).

B. Tool Execution

For each repository, we (i) resolve Go module dependen-
cies (when possible); (ii) execute the static analyzers using
recommended/default configurations; and (iii) record each
analyzer’s per-component output. Example outputs for each
tool are shown in Listings 1, 2, 3 and 4. Repositories that fail
dependency resolution, build steps, or result in analysis errors
for a given analyzer are discarded. Details on tool execution
failures are summarized in Appendix A.

C. Manual Classification

Previous studies show vulnerability scanning produces sig-
nificant false alerts [29], [30] (e.g., due to the tool’s over-
approximation). We manually label each alert as:

• True Positive (TP): a valid issue with a plausible ex-
ploitation path or SSC risk in realistic O-RAN execution.

• False Positive (FP): non-exploitable, test-only, or un-
reachable issues that do not lead to true exploitation.

Additional details on our manual labeling methodology are
provided in Appendix B.
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V. RESULTS

A. Findings and Results Breakdown

We present a sample output for each evaluated tool in
Appendix G. Across the 4 evaluated tools, we collected 136
total findings, as summarized below:
Govulncheck: 39 total (22 TP and 17 FP). Findings primarily
correspond to known dependency vulnerabilities with par-
tial reachability evidence, including denial-of-service patterns
(e.g., panics) and HTTP/2 resource-exhaustion risks [36],
[37]. In several cases, the same advisory appeared in both
a reachable (TP) and a non-reachable/test-only (FP) context.
Overall, govulncheck had the highest precision among the
tools in our dataset.
Staticcheck: 15 total (4 TP and 11 FP). In general, static-
check flagged mostly those items related to maintainability or
correctness issues (e.g., dead/test-only code, ineffective assign-
ments, or minor misuse of the API). A TP label is assigned
only to the subset of findings deemed to have operational or
SSC impact (i.e., deprecated/insecure APIs or configuration
mistakes), whereas the FPs were style/refactoring-oriented
issues that were not exploitable.
Gosec: 68 total (31 TP and 37 FP). The dominant FP drivers
were benign/test-only paths and missing deployment reachabil-
ity/context, while TPs mostly reflect TLS/config issues, unsafe
file permissions, and input-handling anti-patterns [17], [38].
CodeQL: 14 total (1 TP and 13 FP). Most FPs were test-
only, debug-only, or not reachable in production call paths.
Several of these FPs match gosec findings (notably TLS
InsecureSkipVerify discussed in Appendix C and in-
teger conversion patterns), indicating that the same recurring
anti-patterns drive false alarms across tools. The remaining
alert is a request-forgery finding (CWE-918) flagged by Cod-
eQL’s go/request-forgery check [39].

Most of the TP counts concentrate in control-plane com-
ponents (e.g., onos-rsm), while also appear in policy/con-
trol (e.g., onos-a1t, onos-topo, onos-ric-sdk-go)
around TLS configuration and file handling [40]–[43]. Results
are summarized in Figure 2 (Appendix).

B. Overlap Analysis

Overlap reports between the evaluated tools were limited,
as each tool aims at detecting distinct classes of issues.
In practice, govulncheck provided the highest precision
for known, dependency-reachable vulnerabilities, gosec pro-
vided the broadest coverage but with higher noise (FP alerts),
and staticcheck helped flag correctness and dead/test-only
code that reduced false alarms during manual triage. CodeQL
corroborated many of the results from gosec with some code
patterns beyond Go-specific linters (e.g., C/C++ issues), but
in general, it produced very low precision and required more
manual validation to filter false positives.

C. Case Studies

Below, we present case studies of representative true and
false alerts reported by evaluated tools. Additional false posi-
tive cases are included in Appendix C.

1) Representative True Positives:
a) Index Panic (DoS) - onos-pci [44]: Using

govulncheck, we identified an index-out-of-range
panic in asn1.BitString.GetLen(), which reads
bs.Bytes[0] without checking length. When malformed
ASN.1 inputs induce an empty slice, the handler can panic
and crash the onos-pci process, enabling denial-of-service.
onos-pci depends on onos-lib-go@v0.10.24, which
predates a guard fix; upgrading to a version that includes
commit 55579ff mitigates this issue.

b) gRPC HTTP/2 CONTINUATION Flood (DoS) -
ric-sdk [43]: govulncheck reports that ric-sdk
depends on golang.org/x/net@v0.8.0, vulnerable
to HTTP/2 CONTINUATION-flood denial-of-service
(GO-2024-2687 [45], [46]). The risk is relevant for
gRPC-facing modules and is mitigated by upgrading to
v0.23.0 or later, which enforces frame limits.

2) Representative False Positives:
a) Weak Crypto Primitive (MD5) Used Non-

Cryptographically - onos-a1t [41]: gosec reports
a G401 (CWE-328) warning for MD5 usage in
pkg/rnib/rnib.go. Manual inspection showed MD5
is used for deterministic identifier generation rather than
cryptographic integrity and therefore is not impacted by the
weak cryptographic guarantee of MD5.

b) Dependency Present but Not Runtime-Reachable
- SD-RAN sdran-in-a-box [47]: In SD-RAN’s
sdran-in-a-box, govulncheck reports a
containerd vulnerability because the module appears
in the dependency graph. Manual inspection indicates the
references occur only in deployment/test helpers (e.g.,
Helm/Kubernetes orchestration) without reaching the
vulnerable containerd code.

c) Error String Capitalization (ST1005)
- onos-topo [42]: In onos-topo,
staticcheck reports an ST1005 warning in
pkg/northbound/service.go:221, indicating that an
error string begins with a capital letter, which violates Go’s
error formatting convention. This is just a style-only issue
that does not affect control flow, security properties, or SSC
exploitability. While it is not a security issue, it introduces
unnecessary noise and could flood the security alerts.

VI. DISCUSSION

A. Key Observations

We summarize the precision evaluation across tools in
Table II. govulncheck is the most precise tool in our setting
because it ties known vulnerabilities to dependency usage with
(partial) reachability evidence [36], [37]. The most critical
recurring issues were DoS risks, e.g., ASN.1 parsing panics
in onos-lib-go, and HTTP/2 resource-exhaustion vul-
nerabilities affecting gRPC-heavy modules (e.g., ric-sdk,
onos-uenib) [36], [43], [48]. However, deployment/test
scaffolding still triggered reports, requiring manual con-
text checks to separate operational risk from non-reachable
code [47], [49], [50]. We summarize dominant drivers of
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false positives in Table III in Appendix. staticcheck
primarily surfaces correctness and maintainability issues (e.g.,
unused code, style) that we consider FP, as it is not ad-
versarially exploitable. However, staticcheck identifies
unreachable/test-only code regions, reducing noise compared
to other tools. Only a smaller subset of reported issues
was actionable (e.g., deprecated io/ioutil usage, miss-
ing configuration fields) [18], [38]. gosec provides the
broadest coverage but also the highest noise [17], [29].
Many integer-conversion and weak-crypto reports are FP af-
ter context inspection, while the most relevant TPs involve
insecure TLS settings, path/permission handling, unchecked
unmarshalling/error handling, and injection-style risks that
can enable tampering or MiTM-style threats under externally
influenced inputs [17], [38], [51].

Across the repositories where CodeQL executed success-
fully, we found 14 alerts (12 labeled by CodeQL as High,
2 Critical). The only TP represents a request forgery vul-
nerability (CWE-918) and is labeled Critical, and the other
Critical an FP, arising from debug-only/local-file logic (CWE-
134). Most CodeQL FPs overlapped with recurring gosec
anti-pattern classes (e.g., TLS InsecureSkipVerify and
integer-conversion patterns), demonstrating that severity alone
does not reflect SSC exploitability. We discuss additional
precision trade-off insights in Appendix D.

TABLE II: Precision comparison of evaluated tools

Tool Total Findings TP FP Precision (%)

gosec 68 31 37 45.59%
govulncheck 39 22 17 56.41%
staticcheck 15 4 11 26.67%
codeql 14 1 13 7.14%

B. Threats to Validity

Manual labeling may introduce subjectivity despite the use
of consistent, well-defined criteria, particularly for context-
dependent cases [29], [38]. We mitigate this risk by having
two domain experts independently label the data and cross-
validate results to ensure consistency. Tool coverage is further
constrained by build-process and environment assumptions,
such as repositories that fail go mod resolution or require
deployment-specific scaffolding [38]. Finally, our study is
limited to a representative set of O-RAN repositories and
static analysis tools, and broader survey across additional com-
ponents, ecosystems, programming languages, and dynamic
validation techniques could strengthen generalizability [29].

C. Recommendations & Future Work

No single static analyzer is sufficient for securing O-RAN
RIC codebases. Instead, the evaluated tools exhibit com-
plementary coverage, and in practice, combining them with
lightweight manual triage provides the best overall results.
However, this approach also produces substantial noise from
false positive reports (Table II). In addition, existing tools
rely primarily on template-based detection and therefore focus
on known vulnerability patterns, which limits their ability

to identify trigger-based behaviors such as logic bombs or
backdoors that activate only under specific runtime conditions
in cross-service workflows [32], [52].

a) Reachability- and O-RAN-Aware Contextual Triage:
Our analysis indicates that false positives can be significantly
reduced by incorporating deployment reachability together
with O-RAN–specific context. Future work can explore au-
tomating this process by mapping reported findings to realistic
Near-RT RIC entry points, including A1/E2 handlers and
service endpoints, while explicitly filtering code that is only
exercised during testing, benchmarking, or CI pipeline stages.
Such domain-informed triage can leverage repository structure,
build artifacts, and pipeline metadata to distinguish test-only
scaffolding from production-relevant components. We further
observe that multiple tools often report the same recurring
anti-patterns, such as TLS InsecureSkipVerify or in-
teger conversion warnings, many of which are unreachable
in deployed services. Leveraging tool overlap to de-duplicate
such findings and prioritizing only production-reachable alerts
can substantially improve the operational usefulness of static
analysis in O-RAN CI/CD pipelines.

b) O-RAN-Specific Trigger Modeling: Beyond CVE
matching and syntactic anti-patterns, future analyses should
account for O-RAN-specific triggers that influence control-
plane behavior. One promising direction is to treat decoded
E2AP/E2SM message fields as structured sources and security-
relevant control actions as sinks. This enables targeted checks
for missing validation on protocol fields, unsafe use of ex-
ternally influenced values in resource-amplifying loops, and
configuration changes that affect security-sensitive settings,
improving both coverage and precision [52].

D. Responsible Disclosure

We followed standard responsible disclosure practices and
reported all 50 code-level issues to the corresponding project
maintainers. Two reported issues have already been confirmed
by maintainers, and one has been patched, mitigating down-
stream impact in components including onos-config and
onos-topo. The remaining reports are pending responses.

VII. CONCLUSION

Our empirical analysis of O-RAN Near-RT RIC components
using off-the-shelf static analyzers shows that, while existing
tools exhibit complementary strengths, notable precision gaps
remain. These findings highlight the need for more context-
aware and domain-informed static analysis. Improving such
tooling enables developers to better identify and mitigate
software supply chain risks at build time, reducing exposure
in O-RAN deployments.
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APPENDIX

A. Tool Execution Failures

Some repositories did not produce analyzable output for
specific tools due to build-time constraints rather than tool
crashes. Common causes include (i) Go module resolution
failures involving internal O-RAN dependencies (e.g., Gerrit-
hosted modules), (ii) repositories that require deployment-only
scaffolding or generated code to type-check, and (iii) CGO
dependencies on external system headers/libraries unavailable
in our environment. For example, ric-app-kpimon-go
requires the F1AP wrapper headers via CGO and fails to
compile without them, preventing tools that rely on successful
compilation/type-checking from running. We therefore report
each tool’s results over the subset Stool where that tool
executed successfully.

B. Labelling methodology and insights

Methodology of identifying the findings and what we
learned: We took a repeatable triage approach that assigned
a higher priority to the important factors of whether a finding
can be exploited and the relevance to SSC. The initial step
for every alert was to confirm precisely where in the code
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(i.e., within a file/line) the report referred to as it relates to
the semantics of the rule, and then to follow the call path
through to the calling function to determine if the code could
actually be called from a production environment (e.g., via
server initialization, using gRPC handler, etc.) as opposed to
being called from test related tools or examples, CI scripts
or deployment manifests. In the case of configuration-driven
issues (e.g., TLS settings), we then inspected what the actual
values were set to (i.e., default, flags, environment variables
or Helm charts). When labelling the results of our effort,
we labelled TP (True Positive) when there was a reasonable
likelihood of exploiting the finding or the potential that it could
have an adverse effect within normal O-RAN operation; in
contrast, we labelled a finding as FP (False Positive) if we
could definitively demonstrate that the finding was unreach-
able, only associated with test cases, relied on dead code or
was stylistic in nature. When the results of our work contained
ambiguity, we conservatively recorded sufficient descriptive
information based on what we had used to assess against our
criteria for reachability and impact and therefore we can revisit
these items and provide them a different label as the context
surrounding deployments evolves.

C. Additional False-Positive Examples

a) TLS Verification Disabled
(InsecureSkipVerify) in onos-topo: gosec
reports a G402 (CWE-295) warning for TLS
InsecureSkipVerify being set to true in
onos-topo/cmd/topo-scale/topo-scale.go:85.
While disabling certificate verification can enable server
impersonation and traffic interception if used in production,
manual inspection indicates this setting is confined to the
topo-scale benchmarking/scale harness rather than the
deployed onos-topo service path; we therefore classify it
as FP. [17], [42]

D. Other Result Insights

Our results show a coverage–precision tradeoff across static
tools. gosec produces the most TPs (31) but also substantial
noise (37 FP), staticcheck yields fewer security-relevant
TPs (4) with more FPs (11), and govulncheck achieves
the best balance (22 TP vs. 17 FP) via known-vulnerability
reporting with reachability evidence [17], [18], [36]–[38].
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E. False positive drivers.

As summarized in Table III, across the evaluated tools,
most false positives stem from structural mismatches between
what analyzers scan and what is actually shipped/exercised
in Near-RT RIC deployments. First, a frequent occurrence
of false alerts appears exclusively in test, benchmark, or
local harness code (e.g., CodeQL/gosec reports of TLS
InsecureSkipVerify that were confined to benchmark-
ing clients or unit-test scaffolding), which inflates severity
despite being non-production. Second, many findings are
non-deployment-reachable: dependency advisories or pattern
matches occur in optional modules, build helpers, or or-
chestration logic that is not reachable from realistic service
entry points (e.g., govulncheck flagging a containerd
advisory in SD-RAN sdran-in-a-box, where the vulner-
able code path is referenced exclusively in deployment/test
helpers and not exercised at runtime). Third, build-tag and
configuration-specific paths can cause tools to analyze code
that is excluded under release build constraints, yielding alerts
that do not apply to the deployed artifact. Fourth, tools
often over-flag benign uses of flagged primitives when threat
context is missing (e.g., gosec G401 for MD5 used for
deterministic identifiers rather than cryptographic integrity).
Finally, a smaller but important source of noise is missing
O-RAN semantics: generic analyzers lack protocol context to
map sources/sinks to E2/A1-triggered behaviors, so they may
both over-approximate exploitability in generic input-handling
patterns and under-capture protocol-specific constraints. These
drivers collectively explain why reachability evidence and
repository-/deployment-context signals are necessary to make
static scanning actionable in O-RAN CI/CD.

F. CI/CD Integration to Reduce Manual Effort

Our current evaluation required substantial manual valida-
tion because generic tool outputs do not encode deployment
reachability or artifact provenance [38]. A practical next step
is to integrate security check pipelines into CI/CD so that each
repository build produces (i) scanner reports (govulncheck,
gosec, staticcheck, and CodeQL where applicable), (ii)
SBOM/provenance artifacts, and (iii) an O-RAN-specific filter
that suppresses test-only findings and flags regressions when
reachable issues appear [32], [53], [54].

G. Sample Outputs of Evaluated Tools

The listings below are examples of the raw tool output
that was utilised during the manual triage process. The raw
output remains unchanged, but due to its size has been
truncated. The original wordings and fields are preserved with
the exception of any repetitive areas (i.e. long trace lists or
repeated style warnings). These examples illustrate the report-
ing level differences for each tool—govulncheck provides
fixed-version reference information, gosec/staticcheck
highlights patterns at the code-level, while CodeQLreports
on dataflow-taints of information. CodeQL did not re-
port any issues for ric-plt-a1, so another example for
ric-app-kpimon-go is given.

:˜/ric-plt-a1$ govulncheck ./...
=== Symbol Results ===

Vulnerability #1: GO-2025-3447
Timing sidechannel for P-256 on ppc64le in
↪→ crypto/internal/nistec

More info: https://pkg.go.dev/vuln/GO-2025-3447
Standard library
Found in: crypto/internal/nistec@go1.22
Fixed in: crypto/internal/nistec@go1.22.12
Platforms: ppc64le

...

Vulnerability #13: GO-2022-0322
Uncontrolled resource consumption in
↪→ github.com/prometheus/client_golang

More info: https://pkg.go.dev/vuln/GO-2022-0322
Module: github.com/prometheus/client_golang
Found in: github.com/prometheus/client_golang@v0.9.3
Fixed in: github.com/prometheus/client_golang@v1.11.1

Your code is affected by 13 vulnerabilities from 1 module
↪→ and the Go standard library.

This scan also found 5 vulnerabilities in packages you
↪→ import and 14

vulnerabilities in modules you require, but your code
↪→ doesn’t appear to call

these vulnerabilities.

Listing 1: govulncheck output for ric-plt-a1 (A1 mediator).

Results:

[ric-plt-a1/pkg/rmr/rmr.go:156] - G104 (CWE-703): Errors
↪→ unhandled (Confidence: HIGH, Severity: LOW)
json.Unmarshal([]byte(payload), &result)

...

[ric-plt-a1/pkg/resthooks/resthooks.go:742] - G104
↪→ (CWE-703): Errors unhandled (Confidence: HIGH,
↪→ Severity: LOW)
rh.deleteMetadata(policyTypeId, policyInstanceID)

Summary:
Gosec : dev
Files : 65
Lines : 9281
Nosec : 0
Issues : 6

Listing 2: Gosec output for ric-plt-a1 (A1 mediator).

staticcheck ./...

-: # gerrit.o-ran-sc.org/r/ric-plt/a1/config
↪→ [gerrit.o-ran-sc.org/r/ric-plt/a1/config.test]

config/configuration_test.go:31:34: config.Logging
↪→ undefined (type *Configuration has no field or
↪→ method Logging)

config/configuration_test.go:33:32: config.Rmr undefined
↪→ (type *Configuration has no field or method Rmr)
↪→ (compile)

pkg/policy/policyManager.go:38:5: error var
↪→ policyTypeNotFoundError should have name of the
↪→ form errFoo (ST1012)

pkg/policy/policyManager.go:38:31: error strings should not
↪→ be capitalized (ST1005)

pkg/policy/policyManager.go:39:5: error var
↪→ policyInstanceNotFoundError should have name of the
↪→ form errFoo (ST1012)

pkg/policy/policyManager.go:39:35: error strings should not
↪→ be capitalized (ST1005)

pkg/restful/restful.go:59:6: should omit comparison to bool
↪→ constant, can be simplified to !resp (S1002)
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pkg/resthooks/resthooks.go:54:5: error var typeAlreadyError
↪→ should have name of the form errFoo (ST1012)

pkg/resthooks/resthooks.go:54:24: error strings should not
↪→ be capitalized (ST1005)

pkg/resthooks/resthooks.go:55:5: error var
↪→ InstanceAlreadyError should have name of the form
↪→ ErrFoo (ST1012)

pkg/resthooks/resthooks.go:55:28: error strings should not
↪→ be capitalized (ST1005)

pkg/resthooks/resthooks.go:56:5: error var
↪→ typeMismatchError should have name of the form
↪→ errFoo (ST1012)

...

pkg/resthooks/resthooks.go:59:31: error strings should not
↪→ be capitalized (ST1005)

pkg/resthooks/resthooks.go:395:2: this value of err is
↪→ never used (SA4006)

pkg/resthooks/types.go:41:6: type iRMRClient is unused
↪→ (U1000)

Listing 3: Staticcheck output for ric-plt-a1 (A1 mediator).

CodeQL results:

[e2ap/wrapper.c:662] - cpp/tainted-format-string (CWE-134):
↪→ Uncontrolled format string
char* text = (char*)calloc(numbytes, sizeof(char));
fread(text, sizeof(char), numbytes, fp3);
fclose(fp3);
printf(text);

Description:
The value of this argument may come from string read by

↪→ fread and is being used as a formatting argument to
↪→ printf(__format).

The program uses input from the user as a format string
↪→ for printf style functions; this can crash the
↪→ program, disclose information, or enable code
↪→ execution.

Recommendation:
Use a constant format string, e.g., printf("%s", text).

Listing 4: CodeQL output for ric-app-kpimon-go: uncontrolled
format string (CWE-134).

TABLE III: Dominant drivers of false positives, ranked by frequency.
*Each FP is only assigned a single dominant driver.

FP Driver #FP Representative examples

Missing semantic or threat-model
context (benign primitive use)

38 gosec flags MD5 usage that
does not affect cryptographic in-
tegrity (e.g., deterministic identi-
fiers), bounded integer conversions,
or patterns that can only lead to
benign startup failures.

Test vs. production code separation 25 TLS InsecureSkipVerify and
similar anti-patterns confined to unit
tests, benchmarks, or scale/debug
utilities (e.g., test/ directories or
*-scale tooling).

Tool scope mismatch (style or cor-
rectness warnings)

12 staticcheck style or correctness
findings (e.g., ST1005 error-string
capitalization) that do not lead to
exploitability.

Lack of deployment reachability 4 Advisories or patterns reported
through transitive dependencies that
are not reachable from deployed
service entry points (e.g., unused
HTTP/2 or container tooling paths).
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TABLE IV: O-RAN components and corresponding dependencies

Project Summary Dependencies

ric-plt-a1 A1 interface for policy control between Non-RT and Near-RT RIC. onos-api, onos-lib-go, viper, Go OpenAPI
ric-plt-xapp-frame SDK for rapid xApp development on Near-RT RIC. onos-lib-go, golog, REST, Prometheus,

stdlib
ric-app-hw-go Basic xApp with A1 interface, config, and health checks. ric-plt-xapp-frame, internal O-RAN SC

libs
ric-app-kpimon-go xApp for collecting RAN KPIs via E2. ric-plt-xapp-frame, InfluxDB, internal libs
onos-e2t Manages E2 interface to connect RIC and RAN nodes. onos-api, onos-lib-go, Atomix, gRPC,

protobuf
onos-a1t A1 interface for injecting policies into the RIC. onos-api, onos-lib-go, ONOS microser-

vices
onos-topo Shared topology service for RAN and xApps. onos-api, onos-lib-go, Atomix
onos-uenib Tracks UE state for mobility and performance use. onos-api, onos-lib-go, Atomix
onos-ric-sdk-go SDK for xApp APIs; abstracts RIC’s gRPC internals. onos-api, onos-lib-go, gRPC, protobuf
onos-pci xApp for PCI management and conflict resolution. onos-ric-sdk-go, onos-api, onos-lib-go,

OpenAPI
onos-mlb xApp for cell load balancing via handover tuning. onos-ric-sdk-go, onos-api, onos-lib-go,

Prometheus
onos-mho xApp for handover decisions using UE and RAN data. onos-ric-sdk-go, onos-api, onos-lib-go
onos-rsm xApp for managing RAN slicing and UE assignments. onos-ric-sdk-go, onos-api, onos-lib-go,

REST

TABLE V: CodeQL alerts and manual FP labeling (cross-check against Go tools).

Component Description File/Line Sev. Comparison FP?

onos-a1t Incorrect conversion between integer pkg/manager/manager.go:124 High GoSec Match YES
onos-topo Disabled TLS certificate check (test) test/utils/topo.go:25 High NO YES
onos-topo Disabled TLS certificate check cmd/topo-scale/topo-

scale.go:85
High GoSec Match YES

onos-ric-sdk-go Disabled TLS certificate check pkg/utils/creds/creds.go:22 High GoSec Match YES
onos-rsm Incorrect conversion between integer types (test) pkg/slicing/manager.go:205 High GoSec Match YES
onos-rsm Incorrect conversion between integer types (test) pkg/slicing/manager.go:106 High GoSec Match YES
onos-rsm Incorrect conversion between integer types (test) pkg/nib/uenib/uenib.go:321 High GoSec Match YES
onos-rsm Disabled TLS certificate check (test) test/utils/cli client.go:29 High GoSec Match YES
ric-plt-rtmgr Incorrect conversion between integer types pkg/sbi/sbi.go:162 High NO YES
ric-plt-rtmgr Incorrect conversion between integer types pkg/nbi/httprestful.go:702 High NO YES
ric-plt-submgr Incorrect conversion between integer types pkg/control/debug rest if.go:42 High NO YES
ric-plt-xapp-frame Zip Slip (not reachable in production code) pkg/xapp/Utils.go:166 High NO YES
ric-app-kpimon-go Uncontrolled format string (CWE-134; debug-only local file

input)
e2ap/wrapper.c:662 Critical NO YES

ric-app-kpimon-go Uncontrolled data used in network request (CWE-918; con-
strained SSRF/internal request forgery)

f1apHelper/f1apServer.go:76 Critical NO NO
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